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ABSTRACT

Medium access mechanisms are one of the most iergoaspects of buses,
which are shared mediums. Almost all standard busesTime Division Multiple Access
(TDMA) as their medium access scheme. Such buseallysare multi-wire, very
sensitive to time synchronization, and often maddgea master node.

In this thesis, we develop new non-TDMA schemes ldos communications
which are based on Code Division Multiple Acces®KR), or Frequency Division
Multiple Access (FDMA) that do not have the intimémitations of traditional buses.
The proposed schemes are based on a single wirgebiugy. Since, in theory, any node
can have a dedicated communication link to any rotiede on the bus, the nodes
virtually form a fully-connected mesh, hence theedesh-Bus

In such schemes, no master node is required ohusetherefore, we can have a
distributed bus in which all the nodes have the esdonctionality. Also, no time
synchronization is required. Every node, using utsque code/frequency, creates a
virtual private link to the other nodes, and ussiigh interference-resistant virtual private
links, the nodes communicate data to each other.

This dissertation explores the underlying princpté such non-TDMA schemes
and through extensive software simulations invastig) various scenarios in for CDMA
scheme, and studies the performance for the sys$terally, a hardware implementation
of the CDMA scheme is presented, and some expetaheesults are provided to

validate the simulation results.
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CHAPTER 1
INTRODUCTION

The purpose of this study is to develop the undeglgoncepts for a new type of
bus [2] for serial data communications. This tygebos is full-duplex, digital, binary,
and shares just one wire among all the nodes onbtige for bidirectional data
communications. We call this tiMesh-Bussee Figure 1.

The goal of the Mesh-Bus is to provide a simpleaandinated communications
channel [3], similar to the concept of thetHer, for low data rate communications to a
group of low complexity sensors. In such a bus, sewsors are able to join the bus at
any desired time. New nodes can join an existomgraunication channel, or form their
own, independent channel(s) using the existing comaoations wire. As long as such
new nodes follow a set of primitive rules of theshblesh-Bus, their communications do
not interfere with the existing communications,vatl have a minimum and tolerable

effect on the performance of the bus. Furthernade is responsible for managing the

Figure 1 The Mesh-Bus, through whicd nodes communicate bidirectionally
over a single wire. A common ground-connection isiplied.
Although it is a bus, but the nodes are able tonfa virtual mesh
configuration, because every node is capable of noanicationg
with any other node at any desired time.
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bus, and in this sense, the Mesh-Bus is a disetb[#] bus, without the requirement of a
master-slave configuration [5].

Current bus protocols are typically based on Timeisibn Multiple Access
(TDMA) [6], i.e., the shared access to the bus oedhrough time sharing. In such
protocols, every node has a non-overlapgingeslot during which that node is the sole
owner of the bus. Accurate timing of the timesistghe only mechanism of interference
avoidance among the nodes. Thus, nodes need sogiteid hardware resources (such as
good clocks) to facilitate accurate timing.

Additionally, the task of assigning and managing timeslots is a major issue in
TDMA-based buses. In the case of dynamic timedsigament, there must be a master
node on the bus to do the job, and in the caserefdetermined static timeslot
assignment, the bus is not able to serve in anardemated way anymore.

Such limitations eliminate the choice of a TDMA-bdsmedium-access for
Mesh-Bus. Therefore, the medium access of the NBeshshould be based on an non-
TDMA scheme, e.g., Frequency Division Multiple Ass§FDMA) [7] or Code Division
Multiple Access (CDMA) [8].

The traditional multiple access schemes such as ADid CDMA were
originally designed for analog, linear communicatichannels. The communication
channel of the Mesh-Bus is nonlinear and digitatj aannot use such schemes directly.
Therefore, the main challenge of this study is@eedop an appropriate CDMA-based, or

FDMA-based, multiple-access scheme for the Mesh-Bus

1The nonlinearity of the wireless channels as #éselt of nonlinear power amplification,
analog-digital conversion, etc. [9],the frequenelestiveness of the fading channels and so on.,
are addressed by various techniques such as thealzarameter estimation and so on a part of
physical layer; therefore, the multiple access s@® as of MAC layer protocols, function based
on the assumption of linearity of the channels.
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Chapter 2, the literature review, covers differémpologies [10] of network
interconnection, and explores the characteristicbuses, as one of such topologies.
Then, different types of buses are explored brjedlyd a few well-known serial buses,
such as RS-485, RS-232, 1-WiréCJ| and SPI are examined. The next section of the
literature review explores the concepts of différemultiple access schemes such as
TDMA, FDMA, and CDMA. In the next section, digithinary channels [11], and their
error models are introduced and examined. The ehapihcludes with the introduction
of Optical Orthogonal Codes [12]. These codes thee unipolar equivalents of the
bipolar codes used in traditional CDMA, and werevaedeped for Optical CDMA or
OCDMA [13].

Chapter 3 starts with the characteristics and rements of the Mesh-Bus, and
introducesBus-Modulatorswhich are hardware interfaces between the phlysicsand
the nodes, and act as bidirectional translatorgt,Nlee concept oNOR-busas a Wired-
OR [14] scheme with the Z-Channel [15] error modsl,introduced, and a general
detection rule for the NOR-bus is formulized. Tlomcept ofAtoms as the specific unary
massages with the property of being rather immaortbe interference, is introduced and
formalized. Atoms provide the requirettannels-coding16] on a Mesh-Bus. Then, in
order to transmit information over the Atom-baséadrmels, an additionahformation-
codingscheme is suggested. This information-coding sehewvhich relies on the time-
distancing of the transmissions of the Atoms, aquamed with the channel-coding
scheme, form a double layer coded communicatiotesygalleddouble layered time-
distanced unary coding schemEhis coding scheme, as a general physical lal/éf [
scheme for the Mesh-Bus, could be employed for bedhCDMA-based and the FDMA-
based Mesh-Buses of the two following chaptersydia

Chapter 4, Wired-CDMA, investigates CDMA-based Aras the channel codes
of the Mesh-Bus. It starts with exploring the ttamhal CDMA scheme and the properties

of its codes. This section ends with introducing tiear-far problem [18, 19], as the most

www.manaraa.com



problematic issues of the wireless CDMA scheme.tN&XOCs as CDMA-based Atoms
are presented in more depth, and their propentgsxamined. Then, a detection process
with a linear computational complexity is suggesfed such a scheme. Next, the
derivation process of a specific group of OOCsrespnted. Some error rate simulations
are performed for these OOCs. This section conslwdéh studying the effects of the
dime-distanced information coding scheme on theremate, and the data rate of the
Wired-CDMA.

Chapter 5 explores the hardware implementatiorhefBus-Modulators. Such a
hardware implementation deals with the electromicudry, which is a microcontroller
based board, as well as the firmware of the miartyotier which is responsible for the
operation of the Bus-Modulator. In this chapter hlaedware and the firmware details are
presented, and the difficulties and limitationso€h an implementation are studied.

Chapter 6 presents the performance analysis fotlied-CDMA, namely the
rate of detection error versus the number of théeacon the bus. In this chapter, the
results of both software simulations and experimlentata of the hardware
implementation are used for these analyses.

Chapter 7 introduces Wired-FDMA as the FDMA equevdlof Wired-CDMA.
For this new scheme, an Atom model and a deteptiocess is suggested and examined.
The chapter ends with the presentation of commiteulation results of the error rate in
Wired-FDMA.

Chapter 8 introduces th&irelessBusas the wireless equivalent of the Mesh-Bus
scheme. The origin of the WirelessBus is the siti#s between the NOR-bus and the
OOK modulation scheme [20], as a special caseefittalog ASK modulation scheme.
Wireless communication systems use analog signaldata transmission, and assumes a
linear (time-variant) channel models [21]. To addrthe problems which arise because
of the differences between the wireless channelainadd the channel model of the

Mesh-Bus, a solution, nameBctive listening/virtual transmissions suggested. This
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chapter concludes with presenting the hardware best we developed for the

WirelessBus, and will be used for experimental ex@bn of this scheme in future work.
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CHAPTER 2
LITERATURE REVIEW

Network Topology and Embedded/Field Bus Protocols

In this section we explore different internetwoxkitopologies that most of the
current communication networks are based on, gntbtemphasize proper features of a
specific one, théus[10] topology. Next, we identify a set of importarmaracteristics of
the buses and categorize them. This sections eitldsaerief exploration of some of the

most popular buses.

Bus Topology versus the Others

When it comes to the interconnection of more thvem devices in a way that they
become able to communicate together, there is nmthnvariety of topology choices.
Such a topology should be chosen based on someéreemunts such as: either the
communications are bidirectional or unidirectionad, whether the communications are
needed to be possible for every pair of the devaregist among a specific subset of
them. The devices are needed to get connectechergather pair wise and form a fully-
connected mesh, or all the communications no méten which node toward which
one, must pass through a single device which acsshab, which in this case they form a
star topology. A bus is another popular intercotinactopology. A bus is formed when
the devices share a common communications medinthaee able to differentiate the
communications and specify the ownership of thermftion content. There are other
topologies such as a ring topology, which are detsine scope of our study.

The first and simplest topology is theesh[4] topology. A mesh can be a fully-
or partially-connected mesh. Figure 2 shows tlee @i a fully-connected mesh, where
every single pair of devices or nodes has a dmedt dedicated connection. In such a
topology, there is no need for a management sclientke interconnection of the nodes.

If the pair-wise connection of the nodes supparlisduplex communication, every single
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node is capable of initiating a communication smssvith every other node in the
network, at any desired time.

The problem with such topologies is the large anh@fimesources they consume
in order to form. In a fully-connected graph of esibf n nodes, number of the
communication links has complexity 6f{n?) [10], which is a quite big growth rate. For
example, connecting 10 nodes with an average distahl m requires 45 m of wire and
90 connection interfaces. When number of nodes ldowb 20, the required quantities

grow to 190 m of wire, and 380 connection interfaaehich is a quadratic growth rate.

O Node

4—p Bidirectional Link

Figure 2 A fully-connected mesh topology. In a ywdbnnected mesh withn
nodes, every node has a direct and dedicated cioometo every
n — 1 other node of the network.
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In addition to complete connection between all soteat the mesh topology
provides, it has another very important featuremblig, all the nodes in such a network
could be identical. In other words, the full mesphdlogy allows that the functionality of
all nodes of the network to be the same. Ther@isaed for special node to manage the
operation of the network.

Another popular interconnection topology is star [2] or hub topology, which
in fact is a special case of mesh topology. Hdreret is at least one special node in the
network, and this node has a direct and dedicatkdd every other node in the network.
This special node ohub, acts as a bridge between different nodes, andagesnthe
connections of all the nodes in the network. Fig@eshows a star topology

interconnection.

<—> Bidirectional Link

Figure 3 A Star topology. The dark gray node is theb or the master
of the network. It manages all the communication$ ihe
network. Communication between every two nodes rsccu
through the master.
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Clearly, since adding a new node to the networkireg adding one direct link to
the hub, therefore the resource growtl@(®). In this configuration, the hub node is a
critical node, and must have enough processing pavandwidth, and number of the
hardware interfaces to service all the other nadhethe bus.

All the communication between the nodes must otfmaugh the hub. Thus, on
average, fon nodes, each node getgn of the hub’s time and other resources.

Another interconnection topology is theistopology. In such a topology, every
node in the network shares a common medium (eeggfswires.) Therefore, adding an
extra node to the network does not cost any adiditicesource. However, since all the
nodes use a shared resource. Thus, there musksaaumanage the access of the nodes
to the shared communication medium. A popular nredaccess scheme uses the time
sharing. In time sharing, every node has a timediang which it is able to access the
medium to read or write data to or from the busorder to avoid access interferences,
the time slots must be mutually exclusive and neeHdapping. Figure 4 shows the bus
topology.

Assigning the mutually exclusive time slots to thedes of a bus is a highly
important task which a special node on the busdéscabout. The special node, namely
the master node, is the orchestrator of the b@mmunication between the nodes is
direct, and does not need to pass through the lassem Still, the master has a crucial
role in the operation of the network. Similar te thtar topology resources are shared
among the nodes. Farnodes on the bus, a node gets (on averhgepf the resources.

Table 1 summarizes the features of each the tbpeddgies.
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29%9¢
5858 &

. Master Node O Slave Node +— Bidirectional Link

Figure 4 A bus topology. Similar to the star togplothe dark gray node is the master
node which orchestrates all the communications vbozur through the bus.

Table 1 Comparison between different interconnediipologies.

Topology Resource Distributed Response Time
Mesh 0 (n?) Yes Any time
Star 0 (n) No 1/n of times
Bus 0(0) No 1/n of times
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Bus Types

The features of the bus topology makes it an @i candidate for being used
in embedded systems applications for interconngctiaripheral devices to the main
microcontroller or to each other. Therefore, wd faitus on the bus topology for the rest
of the study.

The serial buses, based on the distance and datthey can support, are divided
in two groups. One group has some features thae iekbest option for interconnecting
the microcontrollers to the peripheral deviceshsas different types of sensors, external
low volume memories and so on, which all are ondhme board. We call them the
embedded buses. The other groups of the buseg)yntre field buses, usually are being
used for longer distances, and off the board sy$tegystem communications.

Another important aspect of the serial buses is ttependence on a shared clock
signal. Synchronous serial buses [22] are the biisggtiming signal is provided to the
nodes by the master of the bus. In contrast, thexeanother group of serial buses, the
asynchronous [23] ones, which do not need for suchntral timing signal. In the case of
asynchronous buses, time synchronization betweenntides occurs through some
special sequencing of data bits on the prior tayetransmission.

In this study, our focus is on the serial busesaddition to be a synchronous/
asynchronous or embedded/field bus, followingssaree other important characteristics
of the buses, which one should consider.

e Datarate

e Bus length

e Signaling type (differential, single ended)
e Number of the nodes on the bus

e Number of the data lines

e Voltage levels
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Next, we will introduce some of the well-known bsisand the above mentioned

parameters will be specified for them, to showrthevantages and disadvantages.

Current Serial Bus Standards

There are many industrial standards for serial tm®munication that today’s
devices use, some as very popular ones and soreasiproprietary standards that only

some licensed product are allowed to use.

RS- XXX Family: RS-485, RS-232, RS-422, RS-423

One of the most popular and widely used standandsefrial communications and
bus bases interconnection is Telecommunicationsuskng Association/Electronic
Industries Alliance (TIA/EIA) [24], [25], family ofasynchronous serial interfaces. The
best-known members of this family are RS-485 anelB& standards [26]. Also, RS-422
and RS-423 [27] are other two standards that beseg to some extent.

The most-widely used bus protocol of this family$-R85, is a very flexible
protocol. It can be used in both full duplex andf ltplex configurations, and it is
capable of supporting baud rates as higR5&lbit/s over short distances. RS-485 uses
differential signaling. That is, every bit is temitted through an inverted signal on one
wire, and non-inverted one on another wire. At rtheeiver, the difference between the
two signals is calculated, and original signalatrieved this way. In such a differential
signaling scheme, the effect of interference orvilies signals are often nearly identical
and get canceled at the receiver. Figure 5 shoessitinal and noise in a differential
signaling scheme.

The differential signaling scheme of the RS-485tqrol allows reliable
communication up ta200 m. The signal voltage levels of the standard argt 7 volts
for such range of transmission.

The standard in full duplex mode has four signadi and well as a reference pin.

Similar to other members of its family, RS-485, apsulates the ASCII values (7 bits of
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Source Differential Lines Sink
nnN o onn L
_ﬂ_ﬂ.c % >—c Ft| o _ﬂ_ﬂ_
I W —
L > T [

Figure 5 Differential signaling scheme. Since the end signal is the reifiee
of the signals on the lines, the effect of noise the line get:
canceled ou

data) between a start bit and some (one or twe) Isitis. Figure6 shows an exame of
data communication in F-484, where the sequence of is encapsulated
between a start and a stop bit. In this figur, shows the nomverted signal and .
shows the inverted one.

As another widel-used member of TIA/EIA family, R832, is an asynchrono

serial communication protocol, which is mainly usedpoin-to-point, shor-distance

Figure 6 Differential signaling and data enwsulation of the binary string
in RS-485.
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communications. Its signaling scheme, in contragt Rs-485, is not ifferential, and it
does not support long distance communication.dta date is also much l¢ that the RS-
485. It supports the baud rate for short distances, upto , and itis a
full duplex protocol.

The two most common configuions of the RS-232 are \Bires and -wires
configurations. The Svire configuration provides the handshaking cajasl which is
a powerful flow control too In RS-232, as in RS-488)e data bits are pack in a data
frame. For example, when transning ASCII charactersgvery charact’s bits are
encapsulated betweenstart bit, one or twaostop bits, and in some cases, as an «
detection mean, parity bit. Figure 7shows the data encapsulation and additional bi
data frame for RS-232.

The other two we-known members of this family, namely R22 and R-423,
are similar to RSk85 ani RS-323 protocols. Both are high data rate protocolerne R:-
422 uses differential signaling and supports detanup to , and R“-423 uses

unbalanced (noudifferential) signaling and supports distancesal

Odd Parity

Start 2 Stop
LSB MSB

Logic 1 I'— I_I : I:—

Logic 0 JII:::I:I_I |

1/0/0/0/0[1[1]0]|0]1]1

Frame —_—

N

Figure 7 Data encapsulation for USART. It begins with a tsthit, the dat,
one odd parity check bit, and finally two stop |
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1-Wire Bus

1-Wire [28] [29] is another asynchronous bus protoghich is developed by
Dallas Semiconductor Corporation. It is a bidirextl, half duplex, single wire bus
protocol that has data rate @b.4 kbps in its standard mode. Every 1-Wire setting
requires the presence of a master node on theGnmmunicate through 1-Wire bus,
requires that every device has a factory-programmnealterable 1D [1].

Figure 8 shows the internal circuit diagram of thedes in a 1-Wire bus. As
shown, in a 1-Wire communication setting, the hiseli is consisted of a resistively
pulled up single strand of wire, as well as an iegplground wire, and all the nodes are

connected to that wire through their open-draieriiaices.

Vay

~{ M Sa S }‘ -ZF#?'LL?:E_-.‘E:IGE!
1 T it |
e e e Sore e S p S e e e e s s )
MASTER i SLAVE, SLAVEy

Master/Slave Configuration

Figure 8 The circuit diagrams of the master andesteodes in a 1-Wire bus [1].
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In such a setting, every communication is initidlzby the master, and all the
slave nodes synchronize themselves by the fallohge eof the clock sequence of the
master.

In every time slot, a single bit of data is trams#d, where a long duration of low
pulse is interpreted as zero, and a short durédmrpulse is binary one. The duration of
long pulses in standard modesisus. Figure 9 shows the time slot in 1-Wire protocol,
and Figure 10 shows the read/write request of theten node and the response of a
slave.

Every communication in a 1-Wire setting has thee¢hfollowing phases of
transaction; (1) device reset/synchronization, RYM command sequence, and (3)

function sequence. Figure 2.11 shows these thopeesees, which are explained below.

1. Device Reset/Synchronization
In this phase, the master pulls the bus low forariban 480 ps, and then releases

it for the period ofl5 to 60 us. Now all the slave nodes pull the line low fort60

P ] it
”

1 TIME SLOT

0 TIME SLOT

-

- hu---------.--

= 60ps (STANDARD)
= 8pis (OVERDRIVE)

- -

SAMPLE LINE

|

Figure 9 The time slot in the standard mode of Xédus [1].
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WRITE 0

READ 1
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-
J 7~ s DEVICE(S)
4  SAMPLELINE

- L

SLAVE DEVICE(S)
SAMPLE LINE

F

I\S

T=0ps

L 4 /

]
T=15ps

| 15ps < T < 60ps

—

-~

o...5u OVERDRIVE RESISTOR

1
T=>60ps

Figure 10 The master’s read/write request in stahdede 1-Wire bus [1].

240 us. This is known as the presence pulse. By the dnitheoperiod of the

presence pulse, the slaves release the line andoldtack to high state or

recovery. In such a state, all the nodes are invkneynchronized state, and ready

to communicate. Figure 12 shows the reset phase.

2. ROM command sequence

In this phase, the master chooses a specific slade based on its ID. In this

way, all nodes one the bus one go to waiting modkestay passive until the next

reset phase. The ID which the master uses to fgeid choose the target slave

node is an unalterable, preprogrammed 64 bit stdinigh all the 1-Wire capable

devices must have.
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RESET SEQUENCE ROM CMD SEQUENCE FUNCTION SEQUENCE RESET SEQUENCE
* o) r * I * N ——

8-BIT 8-BIT
—| |_| ROM CHD b rorwarDcyp | F/WDATA

t DEVICE(S) PRESENCE PULSE

MASTER RESET PULSE

Figure 11 The three phases of communication oMar&-bus [1].

3. Function sequence
In the third phase, or the function sequence, thesh data transfer occurs
through read and write requests initiated by thetaraand responded by the

selected slave node in phase two.

M So...Su RECOVERY
_— _ - ECOVERV
- j /
/
_\j :’ -\ f

PULLUP — e
MASTER — 480ps < 10T < 640ys PRESENCE PULSE

SLAVE X

PEEESRINDBARD (5. i) 15ps <T<60ps  6Ops < 4T < 240ps 45ps < 3T < 180ps

Figure 12 The first phase of 1-Wire communicatidevice reset/synchronization [1].
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I°C Bus

The Interintegrated Circuit, or’C [30], protocol is a synchronous serial |
originally developed by Philips Semiconductors he t11980’s. It is a lo-data rate bus
protocol which is widely used in crent days’ embedded systems in order to provide
required interconnection between the microcontrslénd the peripheral devic

The FC standard has two bidirectional open drain inte$awhich both ar
resistively pulled up to , one signal line (SDA) for hatluplex data communicatio
and the other one (SCL) for the clock signal. Augrd wire is also reqred. Figure 13
shows theC bus configuration. Thconfiguration of the bus is a masslave, and more

than one master is allowed on the

vee Master

(microcontroller)

R R SCL SDA

|

SCL SDA SCL SDA SCL SDA SCL SDA SCL SDA
Slave Slave Slave Slave Slave

Figure 13 The  bus. Both lines, the data and clock lines, areepullp to
through resistor:
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For every communication, the master node puts tlieegs of the slave node it
wants to communicate with on the bus. All slavesh@nbus see the address, but only the
node that matches the address responds and thersslaste communication channel is
formed.

In the FC protocol, the data is encapsulated between tastdra stop signal. As
shown in Figure 14, both data and clock lines renkéigh when the bus is not busy. A
High-to-Low transition of the data line, while tloéock is High is defined as the start
condition (see the shadowed area S). When a Ladigb-transition of the data line
[30]occurs while the clock is High the stop comatititake places (see the shadowed area
P). The fC protocol has a 7 bits (10 bit) address space sapgorts the data rate of 10
kbps t0100 kbps. The mechanism of error detection &€ lbus is through ACK/NACK
messages. Each byte of eight bits is followed by@mowledgement bit (ACK). Upon
transmission of the"Bbit, the master releases the SDA line, which gdéBH, the
master generates an ACK clock pulse, and the slakeowledges by pulling the SDA
line low. A master receiver must generate an ackedgement after the reception of

each byte that has been clocked out of the slavesitnitter. Also, a master receiver must

=

SDA "_E.\ji / o \ lr/_‘—“ SDA
scL _:T’:_\—/_‘“—\ / i ) -

| (B et

START condition STOP condition

!
!
| scL
!

Figure 14 The start (the shadowed area S) and(dteshadowed area P) conditions
of 12C bus protocol.
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generate an acknowledgement after the recepti@adi byte that has been clocked
of the slave transmitter. Figul5 shows this process.

A master receiver must signal an end of data tdardresmitter by not generatit
an acknowledgement on the last byte that has Heekedl out of the slave (NACK). |
this ewent, the transmitt must leave thdata line HIGH to enable the mer to generate

a stop condition.

acknowledge

"
DATA OUTPUT \ | -
BY TRANSMITTER { | / X )(: B X /
1
[ ! not acknowledge 3
DATA QUTPUT | | ==
BY RECEIVER [ |
| | acknowledge
SCL FROM
MASTER w__ /8 \ / 9 \
%]
STﬁ_\RT clock pulse for
CONDITION MBC602 acknowledgement
"
DATA OUTPUT \ | / X -
BY TRANSMITTER } | -
[ ! not acknowledge X\
DATA OUTPUT [ | ==
BY RECEIVER [ |
||

s TN N\ N\ S\ ; \

clock pulse for

COSrI Q%E)N MBC602 acknowledgement

Figure 15Process of data acknowledgement between the mersdeslave in the’C
bus.
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SPI Bus
The Serial Peripheral Interface, < [30], is a synchronous bus protocol. It i
full-duplex communication protocol, and the presence ofaster node is necessary
every communication.
The main disadvantage of the SPI buses is thavery slave node on the bus
chip selecsignal is required. Apart from the chip select aignall the nodes on the b
share three signals of, serial clock (SCLK), mastetput slave input (MOSI), &d

master input, slave output (MISt Figure 16 and 18how the SPI bus, as well as

signaling scheme.

MOsI
MISO
SCLK

Master

Microcontroller
CS3

Ccs2
Cs!

10
1noa

NI

s

M0

1noa

NIJ

Es)
D10
1noa
NIJ
S0

Node 2 Node 1 Node 3
(Slave) (Slave) (Slave)

Figure 16The SPI bus, and the data and chip select
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SCLK

MISO “"X X XI"XD‘X X"X X

Figure 17 Signaling of the SPI bus.

Multiple Access Schemes

In situations where the communication medium agsource (time, frequency
spectrum, and physical links) is limited, the conmicating devices must share the
available resource. There are some well-known sekethat regulate this medium
sharing process, which is called the multiple assebemes (MACS).

There are different multiple access schemes availsioch as TDMA, FDMA,
CDMA, SDMA [31], OFDM [32] and so on. In the follomg sections, we briefly
introduce the most important ones of them, and sbawe of their features. Also, Figure

18 conceptually summarizes some of these multigdess schemes.
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frequency

frequency

frequency

Figure 18 The multiple access schemes of FDMA, TD#d CDMA.
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TDMA

TDMA [6], which stands for time division multipleceess, is a popular multiple
access scheme. TDMA is based on the concept of sheing, and requires a
predetermined setting for every node that wantsseosuch a scheme. The total available
time in which the communication media is accessibldivided to specific number of
non-overlapping time intervals or time slots. Evagde in the scheme is allowed to
access the bus only during the time slot whiclssgned to it.

The structure of such scheme mandates that atigag gme instance, only one
node access the medium i.e., just one node is efldw put data on the bus. However, if
the time slots are designed short enough thathallnodes be able to have adequate
number of time slots frequently enough for theitadeommunications, one can say that
every node has access to the medium all the time,ira essence, the nodes share the
medium.

In such scheme (in contrast with FDMA, see nextigef the every node is
allowed to occupy all the frequency spectrum thathsa TDMA scheme allocates, and
usually (in contrast with CDMA, see the followingcsion) the transmitted data is not
specifically coded for the communication channel.

Consider a signdl; (t), wherei € {1,2,...,N} and assume its information

content is confined to time duration @f, defined as follows:

_(info 0<t <T,
Si(t)_{o T, <t <T

Where,T,, < [ﬂ
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Then, Is a timedtelayed no-overlapping summation of the signals arranged sic

by side in a time frame, as Figurl9 shows.

Frame 1 Frame 2
112|3 Nl1(2]3 N
T Ta Time
F'y
Si(1) |
\_/l : {
. : >
A | :
Si (1) |
/\/-/\ -,
t >
Sv(t) t I :
N |
ﬂ/. B
i >
|
| , . |
N A e Z A
. i | . -
T

Figure 19The frames of TDMA witIN time slots The time slots do not overlap wi
each other, and usually there are some guard tatveelen every tw time
slots.

www.manaraa.com



27

FDMA

The next shared medium access scheme, frequengiodivmedium access,
FDMA [7], takes advantage of the available freqyespectrum by forming different
communication channels in different frequency rande this way, every pair of nodes
can have an all-time accessible communication aklann

FDMA operates by modulating the different basebsigdals to non-overlapping
frequency bands, and transmits all of them togetBieice the information transmissions
are at different frequency bands, they do not faterwith each other. Of course, the
frequency separation must be chosen in a way keafrequency bands have minimum
possible overlapping when they get filtered ouhatreceivers.

Assuming that signal;(t) with the frequency spectrum 8f(f) with bandwidth
less thatB/2 Hz ( S;(f) =0, |f| = B/2), One can up-convert it to the frequerfgy

where:
vij €{12..,N} |fi- fj| =B
Then, it is guaranteed that the superposition lbftree signals,s(t), with

frequency spectrum of(f) as follows, can be transmitted without any intenfee by

other signals.

N
S(H =Y 5¢F—f)
i=1

Figure 20 show the process of up-conversion, trasssanm, filtering, and down
conversion of hypothetical signgl(t). Part (a) shows the frequency spectrum of the

band limited signal a$,; () which is a baseband signal with bandwidtBdfiz. Part (b)
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W ®

]
= |
N
|
N

L J
~

(b)

S~

(c)

Figure 20 The processes of FDMA. (a) The basebmmails(b) up-converted signal to
frequencyf; (c) the occupation of frequency spectrum, (d) itterfat the
receiver.

shows the very same signal translated to the cefmegjuency off;. The next
signal,S(t) , shown in part (c), is the superposition of aé Mhtranslated (up converted)
signals. Part (d) shows filt&; (f), a band pass filter with the bandwidthBafwhich is
the same bandwidth &g). Such a filter is designed to filter out everycuency
components af(t) except for the ones o, (f — f;). The result of down-conversion of
band pass; (f — f1) to its baseband equivalent is $)€f), the original signal.

Clearly, that as long as the information contenéwéry channel is limited to the

specified frequency limit, all the nodes are capaddl transmitting and receiving their
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signals at any time instant they want to (in costtnaith TDMA), without any channel
coding (in contrast with CDMA.)

Examples of FDMA are very widespread: first generatof mobile telephone
communication, ordinary commercial radio, TV aleusDMA as their multiple access
schemes. Further, OFDM, as a variation of FDMA vatlerlapping frequency channels,
is widely used in modern wired and wireless appilica such as the various variants of
DSL technologies (e.g., ADSL, HDSL, VDSL) as wels VLANs (e.g., IEEE
802.11a/n), WMAN (WIMAX or IEEE 802.16), LTE, DVE)AB and so on.

CDMA

Code Division Multiple Access, CDMA [8], as anothaultiple access schemes,
allows the simultaneous access of the medium thraagling the information by some
spreading sequences. In this scheme, every node has a uwmiode, or spreading
sequence, and though this code, it is allowedatosmit its data at any time instant. Such
codes usually have much higher bandwidth than ¢heabdata; therefore, when the data
is coded by them, the frequency spectrum of tha dapands as well, here comes the
nameDirect Sequenc&pread Spectrurf33] [34] technique. The advantage of Spread
Spectrum Spread Spectrum (DSSS for short) is pruyibdetter signal to noise ratio[35],
as well as multiple access communication chann@uth in case of CDMA i.e., it
allows multiple accesses to medium if the codethefspreading sequences are chosen
properly.

In a DSSS scheme, if the codes are chosen as &lknvy can be used as codes
in a CDMA scheme to provide multiple accessesd¢oramunication system.

1. Every pair of codewords in a code is orthogonal

2. The codewords of every code is normalized bgatser
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Such codes are called orthonormal [33] codes. félh@wing formulas show the

continuous and discrete forms of the orthonormality

+oo

* 1, i=j
<C,CG >= fCi(t)-Cj(t)dtz{o iij.
+m 1 . .
* ) I’=
<CG>= ) Gl Gl ={y ;2]
k= —o0

Assuming that there are pairs of transmitter and receivers in a CDMA sceem
and they want to transmit their messages. Transmjtinultiplies its message, (t) by
its unique code; (t) and transmits it. Therefore, the transmission afeiq isS;(t) =
m;(t) - ¢;(t). Assuming all ther nodes do the same thing, the total transmittedasigh

all of the transmitters together is as follows:

n-1 n-—1
SO= ) SO = ) m®-

= my() - () + 4+ m() - ¢ (8) + -+ myu(t) - cu(0)

At the receiving end, if a receiver wants to reeeithe message of the
transmitteri, it calculates the inner-product of thé&), and thec;(t) through its

correlation-based detector, and the result is lé®ifs:

n—-1
< S, ¢ >=<2mi(t)-ci(t) ,Cp > =
i=0
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<{m(®) - (®) + -+ m(®) - () + -+ mp() - cu(O)}c; >=

my(t) <cy,cp >4+ m(t) <cpc >4+ my(t) <cpc >

= m;(t)

Figure 21 shows the CDMA process transmission atelction processes

Wireless
Channel

S ()
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There are groups of well-studied codes for CDMAesuh with very interesting
properties such as Walsh codes, Maximal Lengthesemps, Gold Codes, and etc., which

will be explored in chapter 4.

Z-Channel

There several models for a digital communicatiomsnnel. For example, binary
symmetric channel (BSC), binary = asymmetric chanfiBAC), binary erasure
channel (BEC), and so on [36]. The choice of theppr model depends on the
characteristics of the application. Figure 22 shtvesgeneral model of a binary channel
and associated error probability.

In our study, since we are going to use a NOR oblaiNOR-bus will be
introduced in next chapter). It is a nonlineagnasetric channel, which is best modeled
with the binary asymmetric channel.

In a binary symmetric channel, wherg= p,, the probability of 40’2 ‘1" error
is the same as the probability of ‘& - ‘1’ error. On the other hand, in a binary

asymmetric channel, in contrast with binary symmethannel the probability of error

1 - po
.:03 > ‘0’
X =
P1
‘1! > ‘1’
1-p1
Prob{Y =0| X =0} =1-po Prob{Y=1|X=0}=p:
Prob{Y=0|X=1}=po Prob{Y=1|X=1}=1-p1

Figure 22 The Binary symmetric channel model. ¥aesinput random variable, and Y
is the output random variable.
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for ‘0’=> ‘1’ is not the same as ‘B> ‘0’, therefore it is a asymmetric channel.

A special case of the binary asymmetric channethgrep, = 0, (the probability
of ‘O’> ‘1’ error is zero,) the shape of the error modkethe channel is in form of
English letter ‘Z’; therefore, it is named Z-Chahfib]. Figure 23 shows the Z-Channel

model and the error probability model of it is aldws:
Prob{Y = 0|X =0} =1
Prob{Y = 0|X =1} =p
Prob{Y = 1|X = 0} = 0
Prob{Y = 1|X =1} =1-1p

The Z-channel finds application in modeling theoesrin storage media such as

disk drives and RAM chips.

50’

i1! .; 61’
1-p

Figure 23 The Binary asymmetric channel model. ¥&input random variable, and
Y is the output random variable.
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Optical Orthogonal Codes (OOCSs)

The unipolar optical orthogonal codes [12] [13],iethwill be used in this study,
are a group of codes that are used in unipolar bp&ac communications. An OOC code

is a group of binary (‘0’ and ‘1’ bits) strings Wigeneral notation of:

(nl Wl Aa; AC) - OOC

Wheren the length of the string is; is the Hamming weight (number of the ‘1’ bits in
the string) of the strings, ardld andA, are circular autocorrelation and cross correlation
functions of the codewords, respectively. andA, are defined as follows. Assuming
cl=(cl,cl,..c_y)andd = (c, d,.. ), (wherecf € {'0",'1'},) are two
distinct codewords dfn, w, 14, 4.) — 00C. Thecircular autocorrelation function of a

codeword defined as follows. For every codewofde (n,w,1,,1.) — 00C

Since this formula is a circular functidn® 7 2 (I + t) mod n and for the special case

of T = 0, we will have

n-1

ACF (0) = chi =w

=0

For circular cross correlation, the definition ssfallows:
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n-1
CCF (1) = z c} .clj@r < Ac
=0
1#]
The Figures 24 shows the autocorrelation functioth @oss correlation function

a(n,w, 14, 4.) — 00C respectively.

NN

0 n

\CCF(v)

Figure 24 The autocorrelation function (top,) anaks correlation function (bottom)
of the (n,w,1,,1.) — 00C.
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The number of the codewords in(a, w, 1,,4.) — 00C is called thecardinality
of the code, and is denoted [6}}. On the other hand, the maximum possible number of
an OOC code|(|max) is denoted byp(n,w,1,,1.). In general, there is no formula for
calculating the maximum cardinality of an OOC, last [12] shows, it is possible to
derive the following upper bound (based on the sohrupper bound for error correcting
codes [37]) and lower bound (based on the greeglyrithm for construction of OOC'’s)
for the cardinality of thén, w,1,,1.) — 00C.

n—1).(n—2)..(n—max{A,,1.})
w.(w—1)..(w—max{1,,1.})

¢(n,w, g, 1) <

(w)-"7 G+ )l -2,-1)

et (0N ()

¢(n1 w, /’{ar Ac) 2

When the number of discovered codewords fot,av, 1,,1.) — 00C reaches
the maximum possible (.46 | = |Clpax = ©(n,w,1,4,1,)), the code is considered an

optimal[13, 38] code.
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CHAPTER 3
THE MESH-BUS

Introduction

Experimental research in geosciences often involkegsloying a number of
sensors along with an attendant data logger. Demlosedundant sensors can enhance
data reliability and quality. However, increasimg thumber of the sensors also increases
the complexity and cost of connecting the sensotld data-logging equipment.

By far the most common method of connecting sensoasdata logger is through
a star configuration: the logger is at the cantet there is a terminal block with a set of
connectors and wires dedicated to each sensor.widriss well with a few sensors, but
becomes problematic for a large number of seng@rsone, a user may not have enough
ports on the data logger. Secondly, the number icésnone has to manage becomes
unwieldy and expensive. The expense of high-quaktyling that will hold up to harsh
weather conditions comes as a surprise to thogehtnge not deployed and operated
environmental field equipment.

An alternative to the star configuration is a buseve multiple sensors share a
common set of wires that provide a shared commtiaitghannel, and may also supply
power. Figure 25 depicts this arrangement. Sineébtls is a shared resource, sensors on
the bus need a compatible electrical or physicalY(Pinterface. Sensors also need a
scheme for medium access control (MAC) to the HU4.[The payoff for this added
complexity is lower cabling costs and simpler cabBnagement.

Buses [10] are widely used in embedded systemsomexhaustive list of bus
standards aréC, SPI, CAN, Modbus. Some of these busses suctPhars8 CPU/MCU
busses, designed for interfacing peripherals lacatelose proximity (often on the same
PCB) to a microcontroller. Other busses such as GA& field busses designed for

integrating heterogeneous sensors and actuatarsaimérger system. Field busses are
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T T
Nm-1 = N3 N1
=== Bus
| 1 | _[| Master
Nm N4 N2 ‘
1 1 1

Figure 25 Traditional TDMA-based buses use setswiés that form the buss,
and the nodes on the bus must be configured as Master and
some Slave nodes.

widely used in industrial and automotive applicatid-ield bussesare fully developed,
providing definitions for the physical (PHY) layenedium access control (MAC), data
link layer, application layer, and so on. There @s® bus standards that are not full field
busses, but address the PHY and to some exteMAl&layers. An example is the RS-
485 bus standard that is used in industry and fah&ts application in environmental
sensing.

The aforementioned busses use Time Division Muadtiplccess as Medium
Access Control (TDMA-MAC) to manage the accesshef $ensors to the common bus.
Only a single sensor is allowed to transmit onlibe at any given time. Either sensors
have pre-assigned time slots or, perhaps more coymtihere is a bus master that
manages the other devices’ (slaves) access taihe b

The use of TDMA for MAC has inherent problems. Onohe user at a time can
transmit on the bus, so that time synchronizatsoeritical. The timing constraint dictates

slew rates, cable capacitance and, consequentile &ength. Further, the master-slave
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model does not allow for one-to-one communicatiaiween the arbitrary sensors,

because all the communication must take place ¢gfrthe master node.

Mesh-Bus Setting, Bus-Modulator, and NOR Bus

In this study we develop new techniques that hawe advantage of bus
architecture, but without the TDMA limitation. Thiechniques provide the nodes
transparent medium access to the bus. Thus, there need for special bus master that
manages the bus. We call such a bus settiMgsh-BusFigure 26 shows the Mesh-Bus
setting. An important feature of the Mesh-Bughat it is non-TDMA and multiple
independent communications can occur simultaneouslyther, the bus is largely
unmanaged. That is, subject to some broad parasndtere is no need to set fixed
communication parameters such as data. Rather, oaomation between one pair of
nodes on the bus can occur at a different datathate the data rate for another pair of
nodes. Nodes can adjust their data rate dynamidahg can add or remove nodes from

the bus with minimal impact on the operation of thes. As it is shown in the figure,

Figure 26 The Mesh-Bus setting. Every node has tarnrediary device named
the Bus-Modulator, through which connects to the bu
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every node is connected to the single strand of,vas the bus, through a device called
Bus-Modulator The Bus-Modulator is a bidirectional translatbatt provides physical
communication services to the nodes.

Bus-Modulators have two interfaces. The high-lewvderface interfaces to a
sensor through the sensor’s native interface antbpol. For example, an anemometer
may have an RS232 interface with specific Baud, ratel use plain ASCII string to
communicate information. The anemometer will comroate with the bus via the Bus-
Modulator’s high-level interface. The anemometetl wend and receive the data in
ASCII. The Bus-Modulator will translate between t8CIl and Mesh-Bus format. The
Bus-Modulator’'s low level interface is the actualrdware connection to the bus. This
low-level interface is an open-drain of a FET oreoqollector of a BJT [14] that

connects to the Mesh-Bus. Figure 27 shows suchsaMBdulator.

Modulatior

—_L— MeshBus

Figure 27 Bus-Modulators interfaces nodes to thehliviBus. They provide high-level
interfaces to sensors using the sensors’ natiegfattes and protocol. Bus-
Modulators is a translator between the originaladahd the Mesh-Bus
format.
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The Mesh-Bus is a so-called NOR bus with the réstesof logic high (‘1'),
which is provided through resistive pull up to thapply voltage. Figure 28 shows a
hardware implementation of such a NOR bus througbpeen-drain configuration.

A NOR bus operates as follows. By default, the isuhe rest state and in logic
low. When a node transmits logic ‘1’, it pulls thes low { Vx =0 Ax = 0). When a
node transmits a logic ‘0’ it does nothing, {x =1 Ax = x). Figure 29 shows the
effect on the NOR bus. Whenever eitigor N;transmits ‘1’, the bus is pulled to ‘0.

The electrical interface for the NOR bus in the BAmdulator is extremely
simple to implement in microcontroller. For examplt could be the input-output (1/O)
pin of a microcontroller connected to the bus. Whiggre is logic ‘1’ to transmit, the

controller pulls the pin low. When there is a t@’transmit, the controller switches the

JAN

o
.‘.<|_

Bus P < Bus

Modulator
Output |

Figure 28 The open-drain interface of the Bus-Mathil Such a configuration is very
popular in microcontroller pins, so it is easilyglementable using
ordinary microcontrollers
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pin to the high-impedance input (High-Z) state #mel bus’ pull-up resistor will pull the

bus to thel/... Figure 29 shows the diagram of an I/O pin in At®€R microcontroller

[39] family.

A

L

7 E PUD
\[—
Ba”
1) Ill|lle
RESET
RDOx
s
v
& < 3
5
o
SLEEP
(N
- WDx  WRITE DDRx '
PUD: PULLUP DISABLE RO READ DDRx
SLEEP:  SLEEP CONTROL W R WRITE PORTx
(= 110 CLOCK RRa: READ PORTx REGISTER
= RPx READ PORTx PIN
WPx: WRITE PINx REGISTER
PUD
DDxn PORTxn {in MCUCR) [{e] Pull-up | Comment
0 0 X Input Mo Tri-state (Hi-Z)
0 1 0 Input Yes Pxn will source current if ext. pulled low.
0 1 1 Input Mo Tri-state (Hi-Z)
1 0 Quiput Mo Output Low (Sink)
1 1 Quiput Mo Output High (Source)

Figure 29 The diagram of general digital I/O of tR€MEL AVR microcontroller.
The table shows the port pin configuration of sant 1/O pin.
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Operational Logic of Mesh-Bus

All the communications on a Mesh-Bus are based len ttansmission and
reception (detection) of messages callddms Atoms are special types of messages
carefully designed so that several can be transthd@bncurrently on a bus with minimum
interference between them. The lack of interfereneseilts from borrowing concepts of
multiple access schemes from CDMA and FDMA.

In the most general case, an Atom, denoteditas:(n, w), is a family of binary
string of lengtm, and the Hamming weight ef. The Hamming weighw is the number
of positions where there is a ‘1’ and tlhe— w other position are ‘0’. We uszhip as the
unit of length in the Atoms, and based on the samgphte of the Bus-Modulators, such
chips could have various time durations. Figurel3@ws a sample Atom.

In the Mesh-Bus, every node has a set of uniquanAtdf node, wants to
transmit data to nodg it uses the Atom of nodeto transmit the data. On the other end,
nodej continuously watches the content of the bus teaéhe own Atoms, in case one

has been transmitted by a node. Since the wholnsels based on the uniqueness or

Atom

A
k4

lfl’ -— — - - —_ — . . | ] -— S —_

chips

Figure 30 A sample Atom (21, 7). This Atom has tangf 21 chips and the
Hamming weight is 7.
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distinguishability of the Atoms of the nodes, theoice of Atoms is a crucial task.
Generally, Atoms are scarce, and for fixed values @andw, there are limited number

of Atoms that will provide low interference.

Detection process in a Mesh-Bus Setting

Similar to many detection schemes in communicasgatem, our detection
schemes use correlation. Correlation-based desgectonpare the received signal with an
expected pattern. Whenever such a comparison saaudt maximum similarity between
the received signal and the expected pattern,deelare the received signal a successful
detection. Assume the expected pattefns a binary string of lengtm askE =
(eg, €1, .-, €n—1) and the received signal is an infinitely long Iinasignal of S =
(S_coy ++»S_1,80,S1, -+»Sn—1, .- ). Every time the receiver receives a new samplat
adds it to the end of the list of — 1 last samples and computes the cross correlation

between such a list and the expected sifrthrough the following formula:

n-1
CF ()= Si—j en—1-j
e

-

If such a cross correlation function reaches a mari at index, there has been
a successful detection. This means that a tratesnnitessage started transmittimg- 1
chips before the reception of sampland the-th sample was its last chip.

The computational complexity of such rachip cross correlation 8(n?),
because for every new sample it computesultiplications, and every message hmas
samples (chips).

In bipolar binary systems, where the channel alphabnsists of -1’ and ‘+1’

symbols, the cross correlation can be interprescfdlbows:
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Z(# of positions E and S are the same) —Z(# of positions E and § are different)

The detection occurs when the cross correlatioohesathe value. That is, all
the positions are the same, and number of theaipdsitions add up te.

In contrast with bipolar binary systems, in a ut@pdinary system, where the
alphabet symbols are ‘0’ and ‘1, if ti2and S differ in a position, their product is zero

(in bipolar it's *-1"); therefore, the cross coragibn function is as follows:

Z # of positions E and S are the same

The computational complexity of such a unipolar apyn system i®(wn);
because, for every new sample, jusimultiplication is required to be checked and the
rest are zero. Considering the fact that usuallg chosen to smaller than by one or
two orders of magnitude, this detection scheme lisost linear, compared to the

guadratic complexity of general correlators.

Coding:M-ary versus Unary

The obvious and simplest scheme to communicate idaten Mesh-Bus using
Atoms is a binary scheme as follows. Every nodassigned two unique Atoms drawn
from the pool of Atoms(n,w) — C. One Atom in the pair represents ‘1’ and the other
represents ‘0’. This binary or 2-ary scheme limits the maximunmiver of nodes on the
bus to half of the number of codes in the poolarfes.

Let &, denotes the number of the codes with maximum ewmt® ofe. In
general, in amM-ary communication system, the maximum number efrtbdes with the

same communication error rate is limited%o/M .
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Reducing the possible number of the nodes on teasbuot the only drawback of
anM-ary communication scheme for a Mesh-Bus settidgnore important factor is the
direct relation of M with the complexity required for detection at evende. In arM-
ary scheme, every node needs to ha#¥eactive and concurrent processes (e.g.,
correlation processes) for decoding content oftihe Such added complexity may not
be important in software simulations, but has dt@mnaegative impact on the
performance low complexity hardware, which are thain target platforms for such
protocols.

These factors persuaded the authors to use theMeasy system, which is an
unary systemM = 1). One can view unary messages as communicatiomgt In
unary communication systems just one active detegtrocess is needed. While unary
systems are the most hardware efficient, in ordeuse a unary system, one needs an
additional level of coding. Therefore, the unamymenunication scheme in Wired-
CDMA systems are essentially a double layer cogstem, where the CDMA code, as
the channel code, is the first layer, and the apfton communication data over the coded
channel, is the second layer of it.

One possible coding scheme for the data codingr lagald be through time
distancing of the communication of channel codasother words, we can ugetime
units, as the time interval between transmissidn&tom for every channel in order to
communicatek bits of binary data. Assuming every Atom hmaships and the end-to-end

time duration of double layer codédbits of data igq units.

lg=q+2n

A simple way to think about this type of infornati coding is, for example, to

transmit the character ‘Ag is linear transformation of the ASCII value of ‘A0x65),
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where the multiplicative factor of such a transfation is defined as resolution, and

1p IS @ constant offset. Figure 3.9 shows such ansehe

q = r[information] + 1,

Since [, is not constant, its average value will be useaun analysis as the
length of general frame of such a coding schemesuding that all the numbers of a
k bits data are equi-probable (the valukd, 2, ....2¥ — 1 are i.i.d.) the average value of

ak bits data is:

2b_q

1 . 1 (20 —1)2P 1
Value 4 = > Z i = Z—sz 2b 1_5
i=0

Therefore, the average gfis:

_ B 1
qg=r(° 1—§)+ To
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The following equation shows the average length ohary code message &f

bits of information based on the average-valudeft

1
ly—ave(kon,7,10) = 19+ 7 (2071 — E) + 2n

Also, in anM-ary system, in order to transniitbits of data we can represent it

with k/log}! symbols. Considering the lengthwofchips for every symbol, the length of

the package (i.e., number of the chips,) is:

Consider, example, a setting (d000,100) — C,

binary scheme to communicate 8 bits, it taR88 ms to

Ln(m, k,n) = kn /log

with chip rate ofl0*. For a

transmit the information. By

Atom Data Atom
- DI r.finfo] i 4
Length
| [ 1 (chip)
0 n-1 n-14ry  p-d+rg+r  p-d+g-r n-1+q 2n-1+q
le P e e N
| n | q | n |

Figure 31 The time-distanced unary coding scheme.
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contrast, in a unary system with a resolution faeto= 10 (exactly one of magnitude
greater than the chip duration 10 us), andr, = 0 it takes327.5 ms on average to
transmit the information.

In this case, using a double layered unary schemedes the system with almost
4 dB (more than twice) average coding gain. Thjsguite beneficial especially when
one considers the binary scheme is twice as compexmplement in hardware.
Generally, the coding gain of time-distanced, dedllered unary coding over anary
coding system is given by following equation. Clganumber of the bits per packadge,

has crucial role in coding gain of such a unaryimgpdcheme.

L,(m, k,n) >

—_ave = 1010
Yc—ave g (lu—Ave (k, nr, 7”0)
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Figure 32 shows the length of fa bits package both in a binarM4ary,
whereM = 2) system and the unary coding system, where fix@@meters ara =

1000, r = 10 andr, = 0. It also shows the coding gain of time-distancaakble

6.5 35
+—-C oding Gain
55

»Binary Coding

x 10000

4.5 Unary-Coding - 30
aiEi.\

3.5 ,(

,s / \’\ - 25

S 15 o
2Ty
O 0.5 6_%
2 o
S .0.5 . 6 89 1 121314 1 =
Q a
% 15 =
2-1.5 ©
o /
>
< .25
1 - 10
'3.5 \
s \ /

k, Bit per Package

Figure 32 The message length of binary and unadingpand the average coding
gain.

www.manharaa.com




51

layered unary coding over the binary system, veksuihe figure shows that the time
distanced double layered unary coding is capablprotiding more thant dB gain
when the bits per package reaches to 7, and sttsasing after that. Figures 33 and 34

show the coding gain versidor different values oh andr.

4 —o—128

Coding Gain (dB)

| \ O\
_4 \\\ \
I

k, Bits per Package

Figure 33 The coding gain of time-distanced unawireg versus, for different Atom
length, wherer = 16.
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Coding Gain (dB)

k, Bitsper Package

Figure 34 The average coding gain of unary scheengugk for different values of,
wheren = 1024.
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Low Weight Atoms

Thelow state of the bus masks all the possible higtestof all other concurre
transmissions. fier increasing the number of the concurrent trassion above a certa
number, the bus gets saturated, remains low for most of the timahdno meaningful
communication &n occur. This iotivates the usage of the codes with lowdio of the

one to zeros.

We can define the code density as follows.

As the simulation resuli(these simulations are based on the W-CDMA, see

next chapter) of Figurd5 suggests, the larger the  for a code,higher the chance «

1.00 » L
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Figure 35Code density ersus error rat®r 8 concurrent transmission on the |
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saturation of the channel is. Clearly, for the dnaf 0.5, the error rate for 8 concurrent
communications is 40%; while, reduction @fto 0.1 reduces it to zero for the same

number of simultaneous communications.
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CHAPTER 4
THE WIRED-CDMA SCHEME

Introduction

In this chapter we explore the CDMA scheme as asiphy layer protocol for
communication over the Mesh-Buses. In the traddiowireless or wired CDMA
communication systems, the multiple access schemdeveloped based on the linearity
of physical layer. Since the Mesh-Bus is an asymmeétnary channel and a nonlinear
communication medium, traditional CDMA techniquesiigot be used directly.

In following sections of this chapter, some fundatakconcepts such as Spread
Spectrum, and the choice of coding schemes of#ditibnal CDMA are explored. Then,
the nonlinear equivalent of such a communicationeses is introduced for Wired-

CDMA.

Traditional CDMA

Traditional CDMA with the Spread Spectrum techngjueare usually used in
wireless communication systems. There are sevg@ralal Spectrum techniques. In this
study we mainly are interested in Direct Sequengee&l Spectrum [33], or in short,
DSSS.

DSSS, as the name suggests, spread the frequeecyrusp of the original
message DSSS can provide higher signal-to-naise (SNR) compared to non-spread
signals. DSSS can also facilitate multiple accessdlse communication channel, where
group of transceivers share the same frequency, lzamtt simultaneously communicate
using CDMA.

Figure 4.1 shows the DSSS spreading scheme. Alsgynaultiplied by a pseudo
noise (PN) [40]sequence, as the spreading sequenie. PN sequence is a spreading
code that broadens or spreads the spectrum ofrigmal signal. The broadened or

spread signal is then transmitted.
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Figure 36 The process of spreading of informatiggna (a) by the spreading
sequence (b). The signal (c) shows the spreadsigtal. At the bottom,
the frequency spectrum of original information sijns,(w), and the

spreading sequencg,(w) are shown.
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As the figure shows, the spectrum of the PN sequé&xenuch broader than the
original message, while its spectral density isdow

The processing gain is one of the most importantrpaters in a DSSS
communication system, and is defined as follow, neh&, is the bit rate of the

information sequence, arf is the chip rate of the spreading sequence.

As the following formula shows, the signal to noisgio, SNR, in a DSSS
scheme has a direct linear relation with the praiogs gain [35]. The higher the
processing gain, better SNR will be. In this foreyuthe P; and P, are the power of

signal, and the power of interference (i.e., noisspectively.

The multiple access aspect of DSSS schemes conpéssytavhen one chooses the
PN sequences in a way that provide the ability iffebntiating the different spread
signals from each other.

The randomness is the most important feature oD®I& code. However, since
we are not able to use a complete random signah as white noise, as the codes, the
PN sequences are the next best option to provisathghe closet possible feature to the
random sequences. The following two propertiestlaenost important features of such

PN codes:
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1. Having an impulse-like autocorrelation function. athis, the code has its
maximum (peak) value of autocorrelation at zerageénd a very low value at
the other delay values (off-peak). In case of catgplrandom codes, such a

minimum value would be zero.

2. Having very low value of cross correlation betwesy two different codes. In

case of complete random codes, such a low valuédvibmuminimized to zero.

The first feature takes care of the differentiattngequence from its own delayed
version, therefore the transmitters and receiver avle to synchronize through the
transmission of such codes. The second featureinslas to the definition of
orthogonality; therefore, it the maximum value atls cross correlation is low enough,
the codes could be used in a multiple access sch&hese two properties together

provide us a proper code to be used in CDMA compaiiun systems.

CDMA Codes
There are different coding scheme for the trad#&id®DMA communication

systems. We will briefly examine them as follows.

A. Walsh Codes
In the simplest case, assume that there is sebddscor sequences where the
codes are mutually orthogonal to each other (iewehzero cross correlation.) Such an
orthogonality of the codes is capable of providmgultiple access scheme. An example
of such a group of codes is tiMalsh[41]codes.
For example, the following two codewords belongatdValsh code of length

eight. Their inner-product is zero, so that theesodre orthogonal to each other.
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ot (41,41, 41,41, +1, +1, +1, +1)

¢y (+1,41,+1,+1,-1,—-1,—1,-1)

<C1,C2 > =

(+1 % +D + (+1 * +D+ (+1 * +1) + (+1 = +1) + (+1 = —1)

+(+1 * =D+ (+1 * =1+ (+1 * —-1) =

+1+1+1+1-1-1-1-1=20

In general, to form a Walsh code with differentdémn we need to generate a
Hadamard matrix of proper size. Every row of a Hadal matrix is a Walsh codeword,
and the following recursive formula shows how togmate the Hadamard matrices of
different sizes, where every row Hf, is a Walsh codeword of leng®#t. Table 2 shows

the families of Walsh codes with different length.

+1 +1
= +1 -1
H [Hn—l Hn—l ]
" Hn—l Hn—l

Considering the peak and off-peak values of thesWabdes, in general, they do
not have good autocorrelation [42]. Therefore, thawe useful only when the

communications are synchronized. In the case odwodls, it means the first element of
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Table 2 The codewords of the Walsh codes of leBgth 8, and 16.

n, where the Walsh code has length of 2™

1 2 3 4

(+1,+1,+1,+1, (+1I+1I+1I+1I+11+1I+11+1I+1I+1I+1I+1I+1I+1I+1I+1)

(+1,41+ | FLALALAL) | (42,-1,40,00, +1,-1,40,-1, +1,-1,41,-1, +1,-1,+1,-1)

LA L 4,-,41,:1, | 140000, +1,40,1,01, +1,41,-1,-1, +1,4,-1,1)

(+1, +1,-1,41,-1) (+1,-1,-1,41,41,-1,-1,+1,41,-1,-1,+1,41,-1,-1,+1)

+1) (+1,+1,-1,—1’ (+1I+ll+1l+ll-1l-1l-1l_1l+1I+1I+1I+1I-1I_1I_1I-1)

(+1,—1, +1'+1’_1'_1) (+1l-ll+1l-1l-ll+1l-1l+1l-1I-1I+1I-1I+1I_1I-1I+1)

S T S R D P W W O B s

+1,-1,-1,+1) (+1,-1,-1,41,-1,+1,+1,-1,+1,-1,-1,+1,-1,+1,+1,-1)

(+1,+1,+1,+1, (+1,+1,+1,+1,+1,+1,+1,+1,-1,-1,-1,-1,-1,-1,-1,-1)

(+1,41, | 1-1-1-1) (+1,-1,+1,-1,+1,-1,+1,-1,-1,+1,-1,+1,-1,+1,-1,+1)

_1’_1) (+1,—1,+1’—1’ (+1I+ll-1l-1l+ll+1l-1l_1l-1I-1I+1I+1I_1I_1I+1I+1)

(+1, “141,-1,41) (+1,-1,-1,41,+1,-1,-1,+1,-1,+1,+1,-1,-1,+1,+1,-1)
_1) (+1,+1,-1,-1, (+1r+1l+1r+11_11_11_11_11_11_11_11_1l+1r+1r+1r+1)
(#1,-1, | L L+Ll+1) (+1,-1,41,-1,-1,41,-1,41,-1,+1,-1,+1,+1,-1,+1,-1)

SRt T S R D O s s D W

-1,+41,41,-1) (+1,-1,-1,41,-1,+1,+1,-1,-1,+1,+1,-1,41,-1,-1,+1)
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the first code is multiplied by the first elemeffitioe second code, the second element by
the second one and so on. In real world commumoicaystems, synchronization is not a
realistic assumption. Other codes are suctmagquence codes or Gold Codes are used.

We will explain both of them shortly.

B. m-sequences
One of the most interesting group codes isrtisequence$3S]or themaximal
length sequences. Am-sequence is a periodic bipolar binary string oigtd 2™ — 1
and is the output of any one cell (flip-flop) olLanear Feedback Shift Register (LFSR)
[35]with a specific weight seFigure 37 shows a sample LFSR of length In an LFSR

of length m, the input signal to the first celg, in the Figure, is a weighted modui®

1 2 3 - m=-2 m-1 m

Figure 37 A Linear Feedback Shift Register.
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summation (i.e., XOR) of the other cell as follows, where the; andw; € {0, 1}.

m-—1
ap = 4y, @ Z @ (w; - a;)
i=1

In an LFSR of lengtim, if the weight set is chosen according to a prirait
polynomial of the degrem, the output of every cell of that LFSR isxarsequence.

Figure 4.5 shows the LFSR with the primitive polymial of 1 + X + X3 and the
resultingm-sequence. For example, the output of the laskgels anm-sequence with
length23 — 1 = 7.

The most important feature of thesequences is their autocorrelation as shown
in the following formula. Such an autocorrelatiomdtion is exactly compliant with the
feature one, the impulse-like function. Figure B8ws the previousi-sequence, its

autocorrelation function and its spectral density.

N|§

R.(7) = le c(t)c(t— 1)dt

N|;3

( N+1
1—
RC(T):i e

-— Rest of the Period
N est of the Perio

|7l lTl < Tc

In a discrete form, as Figure 38 shows, the autetairon is as follows:
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Madulo-2
adder
sl s2 s3
T =
1 0|0
Flip-flop 1110
I 1 ¥a Fq 1 1 1
— ] 2 p—
| A U i |
Qutput
sequence 1 0 |1
Clock 0: 3 |8
00 1
Spreadingcode 20011101 1.0 0

{ar)

Binarysequence o O 1 1 1 © 1 ©o O 1 1 1 o 1

+1
1 r
—=| |,
f T, |
()
R A7)
1.0
| |
| |
| |
| i
| |
|
i 1 |
| ~ I
| af [\a ] |
T
I f o \ ; I~z

(e

Figure 38 mSequences and their properties: (b) Th-Sequence of ‘001110
generated by (a) the LFSR of the primitive polynainaf . (©)
The normalized autocorrelation of th-sequence versu..
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N-1
N (tmodN)=0
Re(r) = Z “i Cior = {—1 (tmod N) # 0
i=0

C. Gold Codes

As we can seem-sequences are very good for providing the impliksee-
autocorrelation functions. Unfortunately, the crossrelation ofm-sequences is large,
also, there are limited number of uniquesequences available for a fixed length.

However, starting with the basio-sequences, one can generate so-c&Heldl
Codeg[35] that have both excellent auto- and crossetation properties. Gold codes are
binary summations of two differenti-sequences with minimum cross correlation, as
Figure 39 shows. In this figure, two LFSR with pitie polynomials of1 + X2 + X5

and1 + X? + X3 + X* + X® are producingn-sequences af,, andb,,.

Ty

m=-sequence

b

Gold Code
c

m-sequence
d

Figure 39 The sequeneg is a Gold code generated by the two m-sequences of
andb,,.
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The Gold Code,, as it is shown, is their shifted modulo-2 additi®ince the
length of them-sequences are= 2™ — 1, there arex Gold Codes as the result of such
modulo-2 additions. Adding the two original-sequences af,, andb,,, there arer + 2
Gold Code for every two properly chosensequences.

As has shown, the Gold Codes, not only have thealds property of impulse-
like autocorrelation, but also have very low crassrelation compared to thev
sequences. Having these two properties at the Bamagmakes the Gold code one of the

best options to be used in CDMA communication syste

Near-Far Problem

The wireless communication system experience pde®&s during the signal
transmission. In such systems, the path loss hasnextial relation to the length of the
communication channel (i.e., the distance betwé&enttansmitter and the receiver via
line of sight, or the reflected/diffracted path tththe wave travels to reach the
destination.)Therefore, the power of the transmisgrom a near transmitter can easily
overwhelm the power of the transmitted signal oé tiarther ones, and makes it
impossible for the receiver to detect such fardnaissions. This phenomena is called the
near-far problem [18, 19].

Also there are some solutions to the near-far grablsuch as dynamic power

control [43], this problem makes the applicatiorC&IMA difficult.

Wired-CDMA
All the coding schemes we have explored thus fardagital binary schemes, but
with a bipolar alphabet (e.g., -1’ and ‘+1’). Foetr, all of them are designed for a linear
channel. That is, the instantaneous values of a codld get added to another’s one in a
linear fashion, and the result could be somethihgrothan the original alphabet. In fact,
based on the number of the participants sharingrtédium, the result could be some

value belongs toZ(i.e.,{... —3,-2,-1,0,1,2,3 ..}). On the other hand, in Wired-
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CDMA, as a physical layer of the Mesh-Bus commummcabuses, the communication
medium is a NOR bus. The NOR operation and busi@nénear. Also, since the bus is
a binary medium, only two valid states are allowadthe bus, logic ‘0’ and logic ‘1’ (it
is a unipolar system).,The result of the mixingla# codes together belongs to the same
alphabet.

These differences make all the standard coding nsebeof the CDMA
communication incompatible with Wired-CDMA. Howeyédhe two properties of the
codes, the impulse-like autocorrelation functiomgl ow cross correlation, are still valid
requirements for any coding scheme that will bedusaVired-CDMA.

Based on the similarities between the fiber optimmunication, and the wired-
NOR we have decided to use the coding scheme nsggtical CDMA in this study, and
develop a new set of codes based on the reseatchas been done in that area.

There are two main similarities between fiber omimnmunications and NOR
buses. First, in optical communications, the preseand absence of light (assuming
single wavelength) represents the bits of inforomatiTherefore it is a binary channel.
Second, fiber optic communication neither has aymasetric channel interference
model, exactly the same as NOR bus.

There exist families of so-called Optical Orthogo@ades (OOC) codes that
were specifically developed for unipolar fiber @ptiommunications. For the rest of this

study we use OOCs for the Wired-CDMA

Optical Orthogonal Codes
Optical Orthogonal Codes or OOC, are a family adesthat were designed for
unipolar fiber optic CDMA communication systems.cAdeword of an OOC code is
binary string, and uses ‘0’ and ‘1’ characterstasalphabet. In the most general case an
OOC is denoted as the following 4-tuple(afw, 1,,A.)- 00C, wheren is the length of

every codeword in the codw, is the Hamming weight of the code (i.e., it is thenber
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of the ‘1’s in a codeword). The two properties that explored in previous chapter come
to play in terms ofi, and 1. These are the circular autocorrelation and circatass
correlation respectively, defined as follows.

Assuming ¢ = (cb, cl,..ciy) andcd = (cl, c],..c] ), wherec €
{'0’,'1'}, both are two codeword @f w,1,,1.)-00C, the circular autocorrelation
function of a codeword is:

For every codeword® € (n,w,A,4,) — 00C

n-1

ACF (1) = Z ct .cli@T < a4

=0
T%0

Since this formula is a circular function® t=(l+ 7) 2 n, and for the

special case af = 0, we will have

For circular cross correlation, the definition ssfallows:

n-1

CCF (1) = Z c} .c{ér <

=0
i#j

Clearly, the autocorrelation property of the OO@kes care of the task of
differentiation of a codeword from the delayed v@nsof the same codeword. The cross

correlation property, on the other hand, is resgd&sof providing some measure of
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differentiation between every two different codedsof a codebook. Figure 40 shows
the autocorrelation and cross correlation functiofr two codewords of
a(123,5,1,1)-00cC.

The number of the codewords ofm w, 1,,1.)- 00Ccode, namely cardinality of
the OOC code, usually denoted g and the maximum number possible of the
codewords or maximum cardinality of an OOC code allgu is denoted
by ®(n,w, 1,4, 4.). In case number of the found codeword eqddls, w,1,,1.) we call
that code an optimal code, and if the cardinalftg code is less thdt(n,w,1,,1,) , we
call it a suboptimal code.

If one required thatl, = A, = 4, the OOC is called a symmetric OOC. In this
case one can use the more compact notdtipm, 1) - 00C. In general, there does not
exist an analytical formula for the cardinalityaf OOC. However, one can determine

the upper and lower bounds as follows

n-1.(n=-2)..(n=2)
w.(w—=1)..(w—=2)

(W) -"7 G+ )l -2,-1)

et (0N ()

¢(nr w, Aal ;{C) S

¢(n1 w, /’{ar Ac) 2

In our study, we have decided to start exploringd3n order to be the simplest
case of the Atoms in Wired-CDMA. Therefore, to stare focus on a simple family of
(n,3,1) — 00C and build on that as we proceed.

As shows, for the family of the optimét, w, 1) — 00C we have

n—1
¢(n,w,1) < m
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Auto-correlation function

i | i
1 L 1

-100 -50 0 50 100
Time (chip)

Cross-correlation function

100 ~50 0 50 100
Time (chip)

Figure 40 Correlation properties @f23,5,1,1)- 00C: (Top) the autocorrelation of a
codeword.(Bottom) The cross correlation functioagieen the codewords
r13l.
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Therefore, for(n, 3,1) — 00C we have:

n—1

< |—
63,1 < ||
As an example(13,3,1) — 00C has the cardinality of two, and following two

codewords could belong to it.
¢! =(0,1,0,1,0,0,0,0,0,1,000)

¢* = (0,0,1,0,0,1,1,0,0,0,000)

Specifying n digits for every codeword in the form of amtuple becomes
awkward, especially for large. The following compact notation is useful. Codesvare

represented as:
c!=(1,3,9

c?=(2,5,6)

In c;, there are 1s in position 1, 3, and 9, and Odl iotlaer positions. Irc, there
are 1s in positions 2, 5, and 6, and Os in allrgplesitions. Figure 41 depicts these codes.

There are different approaches to generating tldewords of an OOC such as
iterative construction, combinational constructiafgebraic construction, and so on. In
this study, we chose to use the simple way of coatlmnal construction to achieve the
codewords of(n,3,1) — 00C . The method is based on the solution to the sekipa

problem and as follows:
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Codeword (2,5, 6) (13, 3, 1)-00C
A
n=T,/T
Time
| | | | | | | | |
01 2 34 5 6Tb? 8 91011]2-"‘3 l(chip)
Codeword (1,3,9)
A ol T e
Time
L1 1

I |
01234567891011]201(Ghjp)

Figure 41The two codewords ¢ , (2,5,6) and (1, 3, ¢

Assume that:

Case one: if

Assume

The codes are:
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(0, 6u,10u), (0,9u,9u + 1),(0,10u + 1, 12u)

Case two: it =1 (mod 4)
Assumel =4u+1 =9
The codes are:
O0,l+i,2l+1—-ifor(1<i<2u)
0,2l +i,3l—i)for(1 <i<u)
O0,2l4+u+2+i3l—u—-i)for(1<i<u-—2)

O0,l+2u+12l+2u+1),0,2l+u+1,2l+u+2),002l +2u+ 2,310)

Case three: if =2 (mod 4)
Assumel =4u+2 =6

The codes are:
. . 1
O,l+1i,2l—i)for (1 <i Sz—l)

0,2l -1+i3l—-i)for(1<i<u)

0,2l +u+1+i3l—u—-i)for(1<i<u-1)

3 5 5
(O,El,il),(O,ZI w2l +u+ 1),(0,51 + 1,30+ 1)

Case four: ifft =3 (mod 4)

Assumel =4u+3 =7

The codes are:

O,l+i2l+1-D)for(1<i<22u+1)

0,2l+i,3l+1—-Dfor(1<i<u+1)
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0,2l+u+3+i3l—-u—-1-fo(1<i<u-—2)

0,1 +2u+22l+2u+2),00,2l+u+230+3),00,2+2u+33l+1)

The following are the 10 codewords @5, 3,1) — 00C, which are generated by
a Java simulation engine for the purpose using ireCDMA simulations. Table 3
shows the results of the calculations of their eoteelation and cross correlation, based
on the formula presented before. In the table, thagonal elements are the
autocorrelations, and all have the values of 34iere 3 is the autocorrelation with delay
zero, and 1 is the maximum result of autocorretatuith a nonzero delay.
€(65,3,1) — 00C
N = 10,|C| = 10
Code (0): (0,11,19)
Code (1): (0,12,18)
Code (2): (0,13,17)
Code (3): (0,14, 16)
Code (4): (0,20, 29)
Code (5): (0,21, 28)
Code (6): (0,24,27)
Code (7): (0,15, 25)
Code (8): (0,22,23)
Code (9): (0,26,31)
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Table 3 The auto and cross correlation of the cadédsvof(65, 3, 1)-OOC.

Codes 0 1 2 3 4 5 6 7 8 9
0 3-1 1 1 1 1 1 1 1 1 1
1 1 3-1 1 1 1 1 1 1 1 1
2 1 1 3-1 1 1 1 1 1 1 1
3 1 1 1 31 1 1 1 1 1 1
4 1 1 1 1 3-1 1 1 1 1 1
5 1 1 1 1 1 31 1 1 1 1
6 1 1 1 1 1 1 3-1 1 1 1
7 1 1 1 1 1 1 1 3-1 1 1
8 1 1 1 1 1 1 1 1 3-1 1
9 1 1 1 1 1 1 1 1 1 3-1

In a Wired-CDMA scheme, all the communications assumed to be based on
unary messages named Atoms. Now, we consider desipm could be a codeword of
an OCC, and based on such an assumption, try tolaenthe Atom transmissions and

detections in a multi node communication channelthsas Mesh-Bus’'s NOR bus.

Simulations
In order to evaluate the performance of OOC’s camtdw as the Atoms of Wired-
CDMA we designed and developed a Java simulatigmenThis simulation engine was
designed as modular as possible, allowing us tesigate different aspect of the

problem in a flexible manner.
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The simulation engine includes an independent diasgeneration of OOC of
different length, and is able to analysis the proge of every code as its input. This
feature will allow us in the future to test and elecate our new codes.

It also neither includes a specific class for NOQisds. Every node on the bus
assumed to be an object with its own unique AtomWired-CDMA case, its OOC
codeword), and it is capable of transmitting thertat any specified time, as well as,
monitoring the bus in order to detect any posstbdésmission toward it from other
nodes.

In the first set of simulations we just focus oangmission and detection of
Atoms, as unary massages, and not the any spaafiicmation content. In the
simulations we assumed there &r@modes on the bus, and they all transmit their Atom
concurrently. The Atoms of the nodes are programtoeaverlap with each other from
0.1 % to 100% randomly, and every experiment isaggd 10to 16 times.

The detection rule for Wired-CDMA is the same asegal detection rule.
Whenever there is a ‘1’ in the Atom, the bus muwest®. Therefore every time there is
such a situation on the bus, it could be an Atonckvis transmitted by some node. But
in reality there are situations in which there ist rany transmitted Atom, the
transmissions of other Atoms accidentally has falraepattern similar to an Atom. In
such cases, there will be detection error.

There are two types of such errors. First, wheAtmm is transmitted, but as the
result of other transmissions interferences, aatiete candidate appeared in some time
other that the time of the actual transmission. ¢&k this type of error a$ype Oneor
detection time errorsThe second and the most important type of eaogsthose which
occur when no actual atom is transmitted, but asréisult of interference, the Atom is
detected. These types of the errorsTange Twaor false positive detections

In order to evaluate both Type One and Type Tworsfitwo sets of experiments

are done. In the first set, one specific Atom asmitted in a specific time, where other
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overlapping Atoms are also being transmitted. @nadtiner hand, one node tries to detect
that specific Atom. When it is detected, the detectompared to the transmission time,
and if they do not match, a Type One error is aezlrThe other set of experiments is
design to evaluate Type Two error. In this set>gfegiments, a specific Atom it tried to
be detected by a node, when it actually has noh bessmitted. Every time a non-
transmitted Atom is successfully detected, this false positive detection.
Figure 42 shows the result from one such simulatinrthis simulation Atoms

(codewords) belong t61000, 3,1) — 00C. As it shows, higher the number of the nodes

on the bus, the more errors in communicating tremstwill be.

Data Rate Evaluation

Based on the simulation result above, we can hgavéo20 nodes on the bus
communicating their Atoms concurrently with at m@%b of error. Now according to the
time-distanced unary coding scheme, we are abbaltulate the data rate and bit error
rate as follows.

As we showed in time-distanced unary coding schemenhich for every bits
of data, two Atoms encapsulate some function of ribmerical value of thak bits.
Based on the average frame length for such doalkréd coding, the bit rate is

calculated as follows

Data Rate 4, = X Sample rate

Length 4.

www.manaraa.com



77

1.0
¢TypelError J

BType2Error r

; e

0.6 o 4

S O »
L .
= g
o .l P\
)
o A
[ |
o 0.4 n 0‘
F 4
X 4
*
*
X 4
60 80 100

Number of the nodeson the bus, N

Figure 42 Simulation results for the error ratelegation of the(1000,3,1) — 00C.
In the graph, the red curve shows the Type Two (tise positive
detection), and the blue curve shows the Type @oe mte.
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Figure 43 shows he bit rate vergugor different values ofi, wherer = 16. As

the Figure suggests, the maximum data rate fer1024 is at 7 bit, in which the average

bit rate 0.002609 bit per chip.

0.02

0.015

Average Data Rate (bit ber chip)
o
o
=9

0.005

=fi—Data Rate n=2048
== Data Rate n=1024
=>=Data Rate n=512
===Data Rate n=256
=0-Data Rate n=128
—+=Data Rate n=64

1 2 3 4 5 6 7 8 9 10 11 12 13 14
k, Bit per Frame

Figure 43 The data rate of the Wired-CDMA per chigrsus k, for different length

of Atoms. In this graph and= 10.
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We assume that the sample rate of the notes aregh Rhip per second, therefore

the time duration of every chip isus, and the data rate (609 kbs

Error Correcting through Time-Distanced Information

Coding

The only source of error in the Wired-CDMA is miggtgtion. Both types of the
error, detection time error and false positive diba error, happen when a wrong
detection takes place because of interferenceeobttmer Atoms. Therefore, when there
are fewer Atoms on the bus, the chance of erroredses.

The other fact is that, since the transmission winine Atoms for every node is a
random process with a uniform probability distribat Therefore, the formation of the
non-transmitted Atoms that causes the wrong is ededom uniformly distributed. In
other words, for a fixed number of the Atoms on bus with uniform distribution of
time of transmission, the probability of the wrashgtection has a uniform distribution.

In case of using linear transformation of the AS@lues for the information
coding scheme § = r [information] + r,) the two parameters of, andr play an

important role in reducing the error rate in foliogy ways

ry, as a fix offset for all the ASCII values, guaesg a minimum distance for
ever two Atoms of an information frange Therefore, the density of the presence of the
Atoms on the bus reduces, and so the chance famatithe non-transmitted Atoms.

r, as the multiplicative factor of the transformatialistance every two Atoms by
at leastr chips (assumg, = 0). Therefore, if a detection happens less thahips after
the previous Atoms, it is a wrong detection. Ingah if the first Atom of the frame is
detected at time;, only the detection at the tinte(as follows) could be the transmitted

Atoms.
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t=ro+ q-r

Where,§ € N is the transmitted ASCII value.

Therefore, considering the uniform distribution wfong formation of non-
transmitted Atoms, the number of the wrong detactiould be reduced by factor ofr
due to this type of coding.

As an example, Figure 4.6 shows that the error faata Wired-CDMA scheme
with 20 nodes is less that 7%. This value coulddaiiced by proper choice ofto 7/r
% through elimination of wrong detection. Such arorereduction process if called
resolution baseckrror reduction. Also, there is an indirect proc&sserror reduction
through reducing the chance of interference thradigtancing the Atoms by the proper

choice ofr,.
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CHAPTER 5
HARDWARE IMPLEMENTATION

Introduction

In this chapter, the hardware implementation ofBhs-Modulators is studied and
various parameters which affect their operationexq@ored. The vision for this study, as
explained in previous chapters, is to have inteiargddevices, namely the Bus-
Modulators, which are very simple to work with, aaltbw the communicating nodes to
use the bus without knowing about and dealing \lign bus complexities. Such Bus-
Modulators already are programmed with the addsess®d chip rates and other
necessary parameters to be able to operate ovéd@feBus. A known address book
and an agreed upon chip rate are the only two pietenformation which the nodes are
required to be aware of in order to have an oparatibus. Such information, as well as
some other parameters, could be hardcoded in thivéire of the Bus-Modulators, or
could be configured on existing devices. Anothetiaspis to have all the information
programmed in the firmware, and users select dwg#tg a very quick setup phase prior
to the use a Bus-Modulator. Figure 44 shows theadulators.

The Bus-Modulators in this study are implementethgisa general purpose
microcontroller. The reason for using microconeddl is their simplicity both in
hardware and software. However, as we will seellowing sections, they are not the
best option for some specific implementations. €hare other choices of hardware
platforms for an ideal Bus-Modulator, such as CPIob&PGAs, which are too complex

and costly for our purpose.
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Figure 44 Top, bottom, and side view of the implated Bus-Modulator. It has a 10-

pin connector for high level interfacing and a B-pDC connector for
interfacing the bus.

The hardware implementation of the Bus-Modulatartfos thesis is consists of
two major parts: the task of design and implememntaof the physical circuitry and
interfaces of Bus-Modulators, which we call it haede for short from now on, and the
more important one, the program which such a harelwans in order to the tasks of the
Bus-Modulator, or the firmware. The following secti describes these two parts in

details. Figure 45 shows a high level schematithefImplemented Bus-Modulator and

the internal structure of its hardware and firmware
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Hardware

The hardware implementation of the Bus-Modulatoes lzased on Atmel 8-bit
AVR microcontrollers family. But in order to find@oper microcontroller in the family,
there are some parameters which must be considareld as:

1- High frequency. Bus-Modulators are designed@&MA which is a spread
spectrum scheme. In the Spread Spectrum schemps,ath is often much higher than
the data rate, so the system must be able to epesay fast in order to achieve a proper
data rate. Therefore, a high frequency microcolardlelps achieving high chip rate, and
accordingly. The highest frequency that the 8-bWRA microcontrollers support is
20 MHz, and in most cases each CPU instruction takes amyCPU cycle. Therefore,
the maximum throughput is 20 MIPS (million instiocis per second.)

2- Serial communication. Another important paramdte choosing the right
AVR microcontroller for the implementation of Busedulator is the ability of
communication via USART. Not all the AVR microcamiters have this feature.

In addition to the mentioned features, having a fpoevcount in order to make the
Bus-Modulator as small as possible, as well alangmory and large flash memory are

some other characteristics which help narrow tlaecée
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Figure 45 The schematic of the Bus-Modulator. & h&o interfaces, namely, high
and low level communications, and four functionadck of parameters,
control, transmitter and receiver.

The families of ATmega 48/ ATmega 88/ ATmega 168 AfTfmega 328 [39] all
have the USART capability, and operate 2hMHz. ATmega 328 does have more

memory and flash memory, but its inductions and orymaccess are word-based.
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Therefore, in our application, its effective memdsybasically the same as ATmega 168
family. Considering the mentioned features, ATmd@B8PA seems to be a proper
candidate. Atmel website describes this microcdietras “The high-performance Atmel
picoPower 8-bit AVR RISC-based microcontroller conds 16KB ISP flash memory
with read-while-write capabilities, 512B EEPROM, BISRAM, 23 general purpose 1/O
lines, 32 general purpose working registers, tlileable timer/counters with compare
modes, internal and external interrupts, seriagmmable USART, a byte-oriented 2-
wire serial interface, SPI serial port, 6-chanr@bit A/D converter (8-channels in TQFP
and QFN/MLF packages), programmable watchdog timagn internal oscillator, and
five software selectable power saving modes. Th@cdeoperates between 1.8-5.5
volts.”

In addition to the microcontroller itself, only axternal oscillation circuit is
required to have running microcontroller. Suchrauwst consists of two capacitors and a
crystal. Figure 46 shows the schematic for the ward implementation. In our
implementation, some additional components are chddethe design too. The general
design has one LED and its current limiting resishar the purpose of troubleshooting. It
also has an on board resistor for pulling up resetto V... This resistor allows the
microcontroller to start its operation upon thelaggtion of power to it. The reset pull-up
resistor is a necessary component if the resebinois only used for resetting the Bus-
Modulator, but it could be left out of the Bus-Mdawr implementation, and let the
communicating node implement it as a part of erididable decision making process for
the Bus-Modulator. In our implementations, the Biisdulator V1.0 which is designed
for testing the whole scheme on the Bus-Board hasrésistor, but the Bus-Modulator

V2.0, which is designed for real world applicatmes not implement this resistor.
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As the figure shows, the two connected pin 1 (PB3) pin 2 (PD4), of the

microcontroller, which are interconnected, are emo® interface the NOR-bus. In this

way, one pin could be the output pin and at theesame, the other one could act as the

input. In this case pin 1, which is also the pin éaternal interrupt 1, which makes it

perfect candidate for the interrupt enabled inputdetection of the signal when it is in

low power/ sleep mode.

On the other hand, for the high level communicatbthe Bus-Modulator, a 10-

pin connector is used. This 10-pin connector presigjower and reset signal to the

B
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Figure 46 The schematic of the Bus-Modulator hamwwhich is based on Atmel

ATmegal68PA.
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microcontroller, as well as serial and parallel ommication connections. The
connection pins are chosen in a way that the 1Oepimnector serves as in system
programming (ISP) [47] port too. Table 4 shows¢banections of the 10-pin connector,
the microcontroller and the functionality of each.p

Figure 47 shows the schematic and the actual boftte external high level
interfacing board, which also is compatible withe tstandard AVRISP mkll [48]
connector. And finally, figures 48 and 49 show fgmted circuit board layout of both

Bus-Modulators version 1.0 and version 2.0.

Table 4 Functionality and interconnection of the-pl® connector of the Bus-

Modulator
Connector Pin Microcontroller Functionality
1 09 - PD5 General 1/0
2 29 - PC6 Reset
3 10 - PD6 General 1/0
4 30 - PDO General I/O - USART RXx
5 15 - PB3 General I/0 - MOSI
6 31-PD1 General I/0O - USART Tx
7 16 - PB4 General I/O - MISO
8 04 -06 VCC VCC
9 17 - PB5 General I/O - SCK
1C 03-05-GND GND
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Figure 47 Printed circuit board for the externghhlevel interfacing board (top
right). The external high level interfacing boaftp left). Interfacing of
the Bus-Modulator V1.0 and The AVRISP programmer.
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Figure 48 Top layer of the printed circuit boardtbé Bus-Modulator V1.0 (top).
Bottom layer of the printed circuit board of the BModulator V1.0
(bottom).
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Figure 49 Top layer of the printed circuit boardtbé Bus-Modulator V2.0 (top).
Bottom layer of the printed circuit board of the BModulator V2.0
(bottom).
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Figure 50 and 5%8how the actual Bustodulator version 10 and version :
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Figure 51Top view, bottom view, and side view of the -ModulatorV2.0
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In order to implement a bus set for testing thee®iCDMA scheme, a
motherboard, which provides a single wire connectay the Bus-Modulators, is
designed. It is called Bus-Board. Up to thirteersBdodulators could be plugged on to

the Bus-Board in order to communicate with eacteotWhen plugged, every single Bu-
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Modulator is able to set up independently fromrést of them. Figure 52 shows the

Bus-Board.
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Figure 52 Top view of the Bus-Board (top). The HBeard with thirteen Bus-

ModulatorV1.0 plugged in.
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Firmware

The firmware for the Bus-Modulators is written hetstandard C language of the
Atmel AVR Studio. There are different sections e program, but the most important
one are the initialization processes, and the wbde in the main body of the programs

After the microcontroller is powered on, an initzation function, namelynit() is
called which is responsible to set the default @alof required parameters and address
book and registers. Then, the program enters amitenfoop, as the main states of the
system. The rest of the operation of the Bus-Mddutaoccurs as the responses to the
interrupts. In order to avoid in efficiencies ofrgmeter passing to the functions, most of
the variables are defined as global variables améecessible within all the functions.

The main cycle of the program, namelip operation cycleis based on an
internal timer which is responsible for the duratiof the chips. Every time the timer
overflows, an interrupt occurs, and within the miet service routine, the two main
operations of the Bus-Modulators take place: trassion and detection. The rest of this
section will mainly discuss the implementation loéte two operations, but before that
some issues about the timers and interrupts musstithesss.

The ATmegal68PA has 3 timers; the time 1 is a fL.@rber and the timers 2 and
timer 3 are 8 bit ones. In this implementation,dith is assigned to the chip operation
cycle (chip transmission/ chip detection). Consitethe 20 MHz operation frequency
of the ATmegal68AP, the 16 bit timer could be alined quite flexibly in order to allow
for different chip rates. For example the chip dioracould be from~1us to 1ms, and
in case of using prescaler up to a few seconds.

Every time the time 1 interrupts, the program jurthpgunction associated with
the timer 1 named interrupt service routine, andopes the required tasks within it.
After that, the program jumps back to the origifhalv of the program until the timer 1 is
activated again. The tasks inside the interruptiseroutine could be different according

to the state of the system; therefore, the timéheir execution times are different. In
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order to have constant chip operation rate, thernapt must be activated manually inside
the interrupt service routine instead of being m#tcally activation by finishing the
interrupt service routine. In this way, we can makee that after fixed amount of time of
the interrupts of the timer, it is activated agaithout being worried about the variable
time of the execution of the interrupt service noeit

However, the manual activation of the interruptsates the risk of occurrence of
other interrupts in the middle of the interruptvéee routine which is currently being
executed. This subject will be discussed laterhis section. For now, we just simply
assume that the time 1 provides us with a fixeg ojperation rate.

Every node has aD which is programmed to the chip, or could be agunied
for any node. Also, all the Bus-Modulators are pogpammed with codebooks of
different length. Every time a Bus-Modulator is pyed up, knowing its owhD and the
code length, it is able to choose a codeword from the codeb@uk the other hand,
every time a Bus-Modulator requires transmittingada another node, it uses the ID of

the destination to specify the codeword of theidasbn from the same address book.

Transmission

In the transmission section of the firmware, we |de&h three types of
transmissions: chip transmission, Atom transmissémd data transmission. One of the
variable which is involved in transmissionslisEn This variable is used in the interrupt
service routine to enable or disable the transomssf a chip (therefore, Atom and data)
at any moment. If it is set to enable the transimimssn every chip operation cycle, the
function transmisChip()is called. Transmission of the chips occurs thiotgsetting the
output pin for transmission of 1 and activation tbe internal pull-up resistor for
transmission of 0.

The variableindex is a counter which counts from zerortolt is responsible for

transmission of the Atoms. For transmission of damdy the functiortransmiAtom()is
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called in which thandexis set to zero. Inside thteansmisChip()the variableindexis
incremented by one every time a chip is transmitidudle it is still less tham the
corresponding chip (zero or one) is transmitteceritime the variable index equals the
position of one of the destination code 1 chipse.(i.codeBook|[TXto][O]
codeBook[TXto][1], and codeBook[TXto][2] it transmits 1, otherwise a zero is
transmitted.

In our scheme, the communication of actual dataurscdased on the time
distancing of the transmissions of multiple Atonihis job is done through the
transmitData()function which takes the actual data for the tnaission as an argument.
The variableTxEnis set to enable the transmission process as rigteoperation of this
function, and is reset to disable it as its last.ofhe variabldimeCountwhich is the
main clock of the program helps time distancing Atems. ThetimeCountwhich is a
unsigned long variable (i.e., it ranges from 26— 1) is incremented inside the
interrupt service routine of the chip operationleyc

The time distance coding for this implementatioasuthree Atoms as follows: the
two first Atoms are transmitted with zero distanaed the third one is transmitted after a
linear function the data. Figure 53 shows suchhame.

The reason to have three Atoms instead of twods hen two Atoms are used
for data communication, and there is continues camaation, if there is no reference
point, there is no way to figure out which Atomtie first Atom and which one is the
time distanced one. And since the communicatiamtserror free, it is very easy to lose
the original reference point for the receivers.the case of three Atom transmissions,
there is no need to have a global reference pdetection of two consecutive Atoms
with distance zero determines that the next Atoroukh be the data-bearing time
distanced one. Figure 54 shows the effect of loginbal reference in the two-Atom data

transmission scenario.
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Figure 53 Arrangement of Atoms for Complex DataEvery information packet
starts with two zero-distanced Atoms which followeith an Atom timed
distanced by the data.

Detection
Similar to transmission process, detection alsaugcin three different levels:
chip detection, Atom detection, and data detect®ince the transmission in our scheme
is not synchronized, and there could be more thmenasynchronous transmission on the
bus, there is no way for a node to know when topdartie bus. The simplest scheme for
a node is to sample the bus at the chip rate, tbabuld cause over detection. Over
detection happens when just one chip is transmiiteédhe receiving node percepts the
resulting state of the bus as is there are two amirive transmissions. Over detection
occurs because of smoothed rising and falling edfeke transmitted chips. In such a
scenario, as figure 55 shows, is the sampling acatithe falling edge of a transmitted
chip, there is high chance that the next sample pésceived as detection, because the
rising edge of the transmitted chip is not sharg at the time of the next sample, its

values is still considered as low.
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Figure 54 Effect of the losing one Atom detection miss interpreting the
encapsulated data in a two-Atom arrangement system.
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Figure 55 Top diagram shows the situation wheeesdimpling occurs in the middle
of a chip, and detection of right. The bottom dsgrshows the over
detection, where the sampling occurs at the falkdge of a low chip,
therefore the next sample coincides with the rigdge of the same chip

and may be detected as another low chip.
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One way to overcome the over detection problemuls sampling the bus. In
other words, during each chip, sample the bus ri@ne just once and based on such sub
sampling, just one sub sample coincide with th@agigdge of the same chip, and the rest
of the sub samples of the new chip duration, trapyresent the state of the bus.

There are two ways to implement sub sampling. Oeéhad is using just one
interrupt for sub sampling and after a certain nerabof such sub samples do the
decision about them. In this case, the time inlelbedween the samples are an integer
multiple of the time interval between sub samplEkis method of sub sampling is
similar to the sampling, because of the imperfectbthe rising and falling edges of the
chips. Since the transmissions are asynchronoukegifalling edge of a chip co inside
with the first sub sample, there are chances Heathip lasts until the first sub sample of
the next chip. Figure 56 and 57 show such a sagnami an oscilloscope, where number
of the sub samples per chip could be different beeaof the imperfect shape of the

chips.
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Figure 56  Five sub samples (green spikes) arenawmodated in a single chip
duration (yellow signal.)

In order to solve the mentioned problem, is to gieshe time interval of sample
and sub samples in a way that it is impossibleaeelhmore than some numbers of sub
samples in a sample duration. In other words thepsa intervals and sub samples
intervals are prime relative to each other. Fomgxa, the sub samples time interval is 3
time units and the sample intervals are 10 timésuim this, even if the first sub sample
coincides with the falling edge of the chip or nm, more than 3 sub sample are possible
to happen during one sample.

In order to implement this type of sub samplingp tindependent interrupts are
required. One interrupt is for sub sampling, whpehiodically occurs and probes the bus,

and the other one which is responsible for chigecgperation. It must be mentioned that
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Figure 57 The chip (yellow signal) is wide enodglaccommodate six sub samples.

one of the sampling interrupt's tasks is to check the sub samples, which are
independently gathered, then, determine whethdagtehip was low or high.
Unfortunately, The Atmel AVR family is not able teandle more than one
interrupt at a time, or prioritize them. Therefon@plementing the scenario with two
independent interrupts for sampling and sub sargpsimot very straight forward. In the
AVR family, when an interrupt occurs, the rest loé interrupts are masked until the end
of the execution of current interrupt service rpatiIn our implementation, there are
times that one of the interrupts occurs in the neidaf the other one; therefore, it is
masked, as if it never happened. Such interruptélicocauses some problem both in

transmission and detection both for chip operasiod sub sampling. Frequency of such
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interrupts conflict is related to the frequency aldation of the interrupt service routines
which mask the other interrupts. In the next chgeme numerical values for such
interrupt conflicts and their effects of performarare presented.

Having the correct detections at chip level, thgtrstep is the detection of the
Atoms. Every node Bus-Modulator has a unique Atohictv constantly correlates the
string of the previously detected chips to it imerto find a high correlation, thus a
correct detection. In order to implement such aedation mechanism, the character
array nameduffer with the length ok, and a character variable nammdferindexare
defined globally. At every chip cycle operationthim the interrupt service routine, if the
variableindexis set, the functiometection()is called. In this function, thbuffer gets
updated with the latest chip on the bus. Bo#erindexis the pointer to the currently last
updated cell of theuffer, and since it has the length af it is overwritten after every
chips. In order to have such a circubaffer, all the arithmetic operations on the pointers
such asdufferindexare in modulon.

On every call of the functiodetection() is the latest update of theffer, i.e., the
current chip on the bus is a low, the last 1 positions of the Atom, here the two other
chips, are check in thaufferand if they all are zeros, a new correct Atomdtedted on
the bus. Setting the varialbdécSucssignals the new detection.

Inside thedetection() the time of the detection, i.e. the valuetieimCountis
recorded in a circular array by the namedtfArray. The variabledtcArrayMaxis the
pointer to the latest detection time, and all tperation on it is being done with respect
to the length of theltcArray. Figure 58 shows multiple detection of the Atomisose
time of detections are recorded as the valuekarray.

In our implementation, the length dfcArrayis 15. It means that after the first 15
detection, the array will remain full of the deteattimes of the last 15 detection. Having

such recorded times; we need a mechanism to extieckata from them.
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Such a data extraction occurs through calling threetion dtcData() in which a
state machine is implemented. The state machingl¢ibe designed based on the coding
scheme which codes the actual data by the AtonrsexXample, In our implementation of
transmitData() two Atoms are transmitted with time distance @faz and the third one is

transmitted with the specific time distance whiepresent the data.
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Figure 58 Detected Atoms. Every yellow spike shaavsletected Atom whose
detection time is recorded in tdecArray.
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CHAPTER 6
PERFORMANCE ANALYSIS OF WIRED-CDMA

In this section, we present the results of therestt® simulations whish are done
in order to analyze the performance of the WiredZDsystems. The simulations are
based on a software simulation engine which istemritin Java, and allows for
implementing various scenarios with different pagtens. The main objective of the
simulations is to assess the error rate for Atorh @ta communications based on the
Wired-CDMA scheme.

However, the simulations are based on softwarerttaat not be able to catch all
the imperfections of a real world implementation sasich a scheme. Therefore, a
substantial question is needed to be answered:caowe make sure that the results of
the software simulations are relevant to real wapltysical implementation of the same
scheme. How can we make sure that there is notteorgdundamentally wrong the way
that we have simulated the whole setting? To anghier question, some means are
necessary to validate the results of the simulatitsm some extents. One of such a
validation means is a hardware implementation & $icheme. Of course there are
different levels of precision and robustness in hagdware or software implementation,
but the more accurate and robust implementatioe, fiore resources such an
implementation requires.

In this thesis, the main objective is not a perfemtdware implementation of the
Wired-CDMA, but an implementation that shows theg simulations are not completely
out of touch with reality. Such an objective is iagfable if the implemented hardware
provides experimental results that follow the saread of the software simulation, and
as we see in this chapter, the hardware implementathows that the software
simulations are on the right track, and the rethdty provide could be trusted within

some confidence interval.
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Knowing that the simulations are reliable enoughnynmore simulation could be
done using the same simulation engine to evalleggéerformance of the system, and

study the effects of different parameters on théop@ance.

Predictable errors in the hardware implementation

As mention in the previous chapter, our implemeomathardware for Bus-
Modulators is based on the idea of sub samplinghferchip detection. Implementation
of such a scheme requires two interrupts, whichAfhmega 168PA is not able to handle.
Therefore, some errors are associated with thisifspédardware implementation. Every
time one of the two interrupts happens during titerrupt service routine of the other
one, one sub sample is missed, or one chip detdtaosmission is missed. Therefore,
we can calculate the frequency of such double nmpé¢s situation and expect that the
hardware acts in a way that the same ratio of €nsotaken to the consideration as the
hardware implementation error rate. This way, we @@mpare the simulation result with
the hardware implementation results.

For example, for one scenario of hardware impleatent, the chip operation
cycle is1010 pus, which 20 us of it is the time during which all the interruptsea
masked. On the other hand, the period of sub sanmp2®0 us and the interrupt service
routine lasts for2.5 us. Calculation shows that such a double interrugisucs 1344
times in every0 s. If we assume that every one of such a doubleruyées prevent one
chip transmission or prevent chip detectiol844 chips are in error. But not all the
erroneous chips cause trouble. The only chips thdueir erroneous
transmission/redetection affects the transmissioth® Atoms are the “1” chips, which
pull the bus to low.

In the simulations, the Atoms are of length 18 chips, and are continuously
transmitted with the distance of one Atom’s len@itbm each other. In this setting,

considering that the weight of the Atoms is 3, 0BJ\((128 + 128) of times there is a
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“1” chip to transmit. Therefore effective number tble erroneous chips 14344 * 3/
256, or 15.75 “1” chip per second. The worst case scenario ésdase that just one
erroneous chip belongs to every Atom; thereforeotétically, there will bel5.57
misdetections of Atoms per second. The duratioreaxth chip is1010 us and every
256 chip, one Atom is transmitted; the theoretical $rarssion rate is3.861 Atom per
second.

On the other hand, the hardware implementatiorhefsame scenario shows a
different number. In the hardware scenario, one-Madulator continuously transmits
one Atoms of lengthl28, with the time interval of two Atoms, and anothiBus-
Modulator detects such an Atom. Number of the dietes for half an hour, i.€1800 s,
is 6481. Therefore, the practical transmission mt&6005 transmission/detection per
second.

The ratio of practical transmission/detection rateer the theoretical transmission
rate, here3.6005/3.861 = 0.9325, shows the ratio that we should expect when we
compare the theoretical analysis to the hardwapdementations. This.74% error rate
is the mere result of using two independent infgsdior implementation of sub sampling

and sampling processes.

Simulation of transmission/Detection

The first sets of simulations are based on thestragsion of the unary messages
called Atoms. Basically, an Atom is transmitted taye node at a specific time and
another node tries to detect it. These two nodesnat synchronized; therefore the
detecting node should be able to detect the tratesinAtom by delay of at most one
chip, unless an error occurs. The transmitter andiver are not alone on the bus, and of
course there are other nodes which are transmittifigrent Atoms on the bus. Such
transmissions are considered as interference, wbiethd cause errors in detection.

Figure 59 shows the result of Atom transmissio®ds&in software simulation for
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different length of Atomsn, and different number of the nodes on the Bus,In this
simulation, the ratio of error shows the relativanier of the times that an Atom is
transmitted, but it is not detected at the same timthe receiver node. The experiment is
repeatedl 0° times. As the graph shows, when longer Atoms aesluratio of error is
smaller compared to situation where shorter Atorasuged, for the same number of the
nodes on the bus.

In order to validate the software simulation resulte need repeat the experiment
for the Bus-Modulators, and to be able to measheeeixact time of transmission and
detection. Although it is possible to do that, hius time consuming. Therefore, another
scenario is defined and simulated which does rmpiire such exact time measurements,
and is much easier to evaluate in hardware.

In this scenario, a node tries to detect an Atomclwvhs not transmitted.
Therefore, if it succeed detecting such an Atonméans the presence of Atom on the
bus, is the mere result of the interference by ttla@smissions of the other nodes.
Therefore, such a detection of not transmitted Atasan error. Figure 60 shows the
simulation result for this scenario.

As the graph shows, the simulation results forrgti® of error versus the number
of the nodes on the bu#®y, demonstrate the same trends as the previousfset o
simulations. For the same number of the nodes @buls, longer Atoms, show less error.

This scenario is easy to validate through the hardvumplementation, because it
does not require any time measurement. Differentbars of the Bus-Modulators are on
the bus transmitting their Atoms, and one spedfius-Modulator keeps detecting and
Atom which is not transmitted. The experiment isieldor five different numbers of the
nodes on the bus, and for time duration 1&00 s, which is equivalent t06950
transmissions. Figure 61 shows the hardware antva@ simulation results. As the
graph shows, the Hardware implementation showsstmae trend as the software

simulation, but of course with different values.eTdraph also shows the ratio of error for
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hardware implementation over the software simutatithe ratio is betweeh.1 to 1.2,

which accounts fod0% to 20% errors of hardware implementation over the soféwar

simulation.
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Figure 59 Software simulation of the performancalysis of the detection of the
transmitted Atoms versus the number of the nodeb@bus, for different
length of the Atoms.
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Data Transmission
In our scheme, the transmission of the data from wwode to another is done
through transmissions of Atoms. How to sequenceAtmens to convey specific data
could be different. The simplest scheme is transions of two Atoms with zero distance
and the third one with a distance proportionat¢he data, as Figure 53 shows. This
scheme is called complex data 1. The simulatiorwshthat this scheme follows the

general trend of the less error for longer Atomgufe 62 shod the simulation results.
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Figure 63 shows the comparison between the softaiarelation results and the
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Figure 63 Comparison between the software simdilpggformance analysis, and
experimental result of the hardware, for completadaarrangement.
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experimental data gathered from the hardware imghgation results complex data 1 for
the Atoms of length 128.

As the graph shows, the hardware implementatiome=hin the same trend that
the simulation results show. Of course there amesdiscrepancies between the results
from the hardware implementation and the softwarmauktion and the hardware
implementation, which accounts for the imperfecdiai the hardware implementation.
As the graph suggests, the difference betweendaherfodes out of the five measured
points ranges frori% to 10%.

The general scheme to reduce the detection emerexplained in chapter 3, is
through using the multiplicative factor for the dar transformation of the time
distancing. The following simulation results, figui4, shows the effects of such
multiplicative factors for different length of t&oms and different number of the nodes
of complex data 1. As the graph shows, error raae &n inverse relation to the

multiplicative factor.
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Having the arrangement of the Atom similar to tbenplex data 1 is one of the
simplest arrangements possible. In order to gostee further, the arrangement named
complex data 2 is designed and simulated. Evernsingssion in a complex data 2 is
consisted of six Atoms, and a check-sum. Similacdmplex data 1, the complex data 2
starts with two Atoms, and follows with the timesu@inced third Atom, which
encapsulate the linear transformation of data Adufition to that, another, a fourth Atom
follows the third one witch encapsulates the lineansformation of another data, named
data 2. Finally, two zero distanced Atom follow tfueth Atom with the distance that
corresponds to the modulo 128 summation of datall data 2. Figure 65 shows the

complex data 2 arrangements.

One Transmission

Two-Atom of
the Transmission

L5 Check
Distance

L Second
Separator Atom

—— Encapsulated Data2

— IS Separalor Alom

—— Encapsulated Datal

L First Two-Atom of the Transmission

Figure 65 Arrangement of Atoms in complex datafrat, in which every packet
consisted of six Atoms and th bit data.
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Simulation shows that such an arrangement decreéhsasite of detection error
significantly. However, there is a price to pay.n@mexity of the detection process which
is 0(n!) wheren is number of the detected Atoms between the firdtlast two-Atoms.
In our simulation, the average valuerois fairly low especially for large multiplicative
factor; therefore, growth rate is manageable. Eigurshows the simulation results for

complex data 2, versus number of the nodes onubgfor different length of Atoms.
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CHAPTER 7
THE WIRED-FDMA SCHEME

Introduction

In a Mesh-Bus setting, the nodes on the bus conuvatetheir data through their
Bus-Modulators. Such Bus-Modulators, which actidgdctional translators between the
nodes and the NOR bus, use different multiple acsekemes to provide shared access
to the bus. Wired-CDMA, as one of such multipleesmscschemes, was introduced and
studied in previous chapters. In this chapter a@klat a different multiple access
scheme, namelWired-FDMA. As the name suggest, it uses frequency ratherdbdes
as the basis for medium access. Similar to WirBd8, Wired-FDMA uses the NOR
bus and it also has the same underlying conceptaokmission based on the unary
massages i.e., the Atoms, but with a completefgiinit character set for an Atom. In the
following section, we will introduce the Wired-FDMAtoms, and the other aspects of

this new physical layer scheme [49].

Wired-FDMA Signaling

Similar to the traditional FDMA [35], in Wired-FDMAthe different nodes use
different frequency bands to communicate over ths. bn a Wired-FDMA scheme,
every nodeS; (i € {1, 2, ..., m}) on the bus has a unique frequeligyWhenN; needs to
transmit a message 1, it modulates the message with the square waveatd NORs
the resulting modulated sequence onto the busekample, if the nod&/; transmits a
message to nod¥,, it codes the message by the unique frequencydé N, When
nodeN, responds, it codes its response with nigde frequency.

Figure 67 depicts the bus, pulled high in the state, when two different and

concurrent messages fravip andN, are NORed onto the bus.
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Figure 67 The Wired-FDMA based Atoms, and theieiiattion with the NOR-bus.

Transmission

It is useful to introduce the concept of Atom for Wired-FDMA. In Wired-
FDMA, message bits are coded through sets of uAsoyns. A typical Atom has the
form of A(g, F;,D,d), whereg is the guard time (time latency that tells the exdmbw
long it must wait after the end of last Atom it helseady sent out, to start transmitting
the new one)F; is the frequency of the destination of the messAgs the time duration
which the Atom will be transmitted, arilis the duty cycle of the modulating square
wave.

The transmission phase of Wired-FDMA signaling dstsssimply of performing
a logical NOR operation between the Atoms whichehbeen generated by the nodes,

and the current state of the bus.
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Detection

Even though Wired-FDMA transmission has similastiavith traditional
wireless/radio FM, the same detection schemesarageful. In traditional FDMA, one
assumes the superposition of waves with differeaguencies, and for detection one can
apply techniques such as extracting the I/Q compisnénear filtering, etc. as Figure 68
shows [44]. We explored such techniques, but bec#us NOR-bus is nonlinear, they
did not perform well.

Below, one possible detection scheme is invesuathich is based on the
following key observation: if any single node tramts logic 1(high), the bus goes to the
low state. Therefore, the bus can be in the higtesf and only if all the nodes on the
bus are transmitting logic Os (low).

In the other words, as long as one node drivesbtie to the low state, all

possible transmissions by other nodes are beindgedavecause as long as the bus is

e,
Low pass | Y[\ \/[\
\C7 itter | Ol -] Squarer |
’ / Lo Pk | oML
J2 cos 241, t "
received Gl / 1 the '
signal

Vot LS\l Low pass | Ys(0 [T g ‘ (T
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I
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| s, 0 }

Passband

= Squarer

Figure 68 Detection process in the traditional DFsbhemes [44].
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low, their transmission (high or low) do not chartige state of the bus. Conversely, high
states of the bus imply no transmission. This camused to infer that particular Atoms
werenot transmitted, since if they were, the bus woulgbked low.

Figure 69 shows some detection examples. In thedid; represents the signal
on the bus node destined for nade when there are no other concurrent transmissions
on the bus. In this Figuy S, andS; are examples of the bus when there are other
concurrent transmissions. The following rule allomede N; to eliminate transmission

not destined for it:

For nodeN;, a signal is a candidate for detection if it isvee high whenk; is

low, and at least sometimes high wiigris high.

S, andS; are detection candidates fif because they follow theile—they are

S 1] UL LU

\

\ J

&
S3 |_|

Y

Figure 69 Detection phase of the Wired-FDMNK,. is the expecteditom at the
receiver side when there is no other transmissiothe busS, S andS;
are three sample signals which theandS; are candidates, b& is not,
because in contrast with other two, it has higlugah non-allowed (gray)
areas.
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always low wher¥; is low, and at least sometimes high wigms high. Howevers, is
not a detection candidate fak. Clearly, it is high at some points whépis low (the
gray areas), and does not follow th#e. Returning taS; andS; —since they are low at
times wherE; is high, it follows that there are other concutrgansmissions on the bus.
Because theule does enforce any hard restriction on the valuehef signal
during the high periods of;, there are many possible different detection ciatds
which follow therule. To discriminate between the various candidates, detection
scheme uses detection ratio(Dg,:i,) defined throug the following formula, and has
value Dggtio€ (0, 1]. The Dgatio 1S Simply the ratio of the sum of the high periadghe

candidate signal, to the sum of the high periods; of

a

Dgratio = A

N
)

S3 in Figure 69 could be (a) an Atom transmitted taivg, but highly deformed
by other concurrent transmissions, or (b) an undedd Atom, and a false positive.
However, S; is high only for a short timg during times whenE; is high, and
consequently has a lobg,;;,. Other the other hand;, another candidate, is high many
times whenk; is high. Thus, it has a highé@g,.;, and is a better match thah. By
optimizing the threshold for neglecting signalshwmibw Dg,;;,, ON€ can minimize false
positives.

The more similar the signal on the bus to igtathe closeDg,,;, is to 1, and the
higher the probability that the detection candidata transmission destined Ap. The
cases in whichDg,;;, €quals one implies that there is perfect detectien no other
concurrent transmission.

Figure 70 suggest a hardware implementation madéMred-FDMA scheme.
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Figure 70 A hardware scheme for the detection m®oéthe Wired-FDMA.

Simulation and Analysis

To evaluate and optimize some of the Atom pararsgise created a flexible
simulation engine. It provides the ability to exjgldhe effects of parameters suchgas
D, d andAF (i.e., frequency separation betwdgérs) in a quantitative way. Very briefly,
the simulation engine is implemented in Java atigl &xploits the object-oriented nature
of this language. Each node on the Wired-FDMA [muan object that has capacity of
transmission and detection independently and hessacto the bus, which is an object
itself.

Figure 71 shows the results of a simulation desigtte determine error rate
versus the number of the nodes concurrently comeating. For this simulation,

F €[9000,436500] and the minimumdF is 4.5 kHz.D andd are constant equals to
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1,000 us, and 50% respectively. In order to simulate thacocorent transmission, the
transmission of each node overlaps with the otharstiomly from 0.1% to 100%. And
finally, number of the repetition is $@mes.

In each of the 10experiments, in order to consider a transmissiomect or
incorrect, two criterions have to be met. Firsanf Atom has been transmitted, it must be
detected, and second, which gets more importardcedly when the number of the
nodes increases, if a specific Atom has not beamsnitted, it must not be detected, in
other words, no false positive detection is allowed

As Figure 71 shows, this specific setting allowsodes to concurrently transmit
with absolutely no error, but as the number ofribdes increases above 8, some errors
are introduced to the transmissions, and as it grover 12 nodes, the bus starts getting
saturated and almost no error free transmissiold cmcur.

Note that the presented results (less than 10 certucommunications with
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Figure 71 The simulation result for Wired-FDMA.
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small error rate) are just for the proof of conceptd do not present the maximum
capacity of the Wired-FDMA scheme. With some otbettings, through optimizing the
parameters of the Atoms, as well as employing semer control coding (both are
subjects of the future work), the scheme could vallbigher number concurrent

communication on the bus within an acceptable emangin.
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CHAPTER 8
THE WIRELESS BUS

Introduction
The Mesh-Bus setting, which is a single wire maticess communication
protocol, may also be used for any type of commatioa medium with the same
characteristics, for example, in a wireless envmment, or as we previously discussed, in
single wavelength fiber optical communication sgste In this chapter, we will adapt
the Mesh-Bus setting for a wireless communicatietwork, in which all the transceiver

nodes operate at the same frequency [52].

Wireless Bus, as a modified Mesh-Bus Scheme

The idea of using the Mesh-Bus, as presented iagtechapters, is tied to the
employment some intermediary devices, named Bustlatals which through some
high level standard protocols communicated with ¢leasors. At the other end, they
employ some non-TDMA schemes such as CDMA or FDh&y connect to a NOR
bus. In a big picture, such a single wire bus cdiddseen as the wireless medium, in
which all the nodes that operate at the same frexwleshare it. Such a sharing
mechanism in general is quite similar to the Mesis-Betting. Figure 72 shows such
wireless shared access as well as the Mesh-Bus.

In the Mesh-Bus setting using the NOR bus, wheretlgenot any communication
through the bus, the bus is at logic level ‘1’,tbe High state. As soon as one of the
nodes transmits logic ‘1’, the bus goes to logi¢ & the Low state, and remains Low
until none of the nodes on the bus transmits ‘Y more. The signal on the bus is simply

the result of NOR-ing the outputs of the sensors.
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Figure 72 The WirelessBus. This wireless commuiooais quite similar to the
Mesh-Bus setting.

On the other hand, in the wireless communicatiatesys, the radios transceivers
which use unipolar amplitude modulation [45] (i.&n Off Keying - OOK), could be
considered as the radio equivalents of Bus-Modtgatd the nodes in the Mesh-Bus.
High state corresponds to presence of the cameguéncy of the radios, and Low state
corresponds to absence of it. Parts (a) and (B)guire 6.2 show such correspondences in
a sample radio with an OOK modulation.

According to this analogy, when none of the senaoestransmitting, there is no
carrier frequency on the air, and when one of tes transmits, there will be a carrier
frequency present. However, unlike the NOR bus khie a nonlinear bus, and
superposition does not hold (e.g., when ‘1’ NOR étjuals ‘1’ in contrast to a linear
system which ‘1’ + ‘1’ equals ‘2’), the wirelessatrsmission medium is almost a linear
system. When there ave (n > 2) carriers on the air, they are either construtyivee

destructively summed together depending on the epldiference of the carriers.
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Therefore, the result of such a summation at ame tinstant is random variable
uniformly distributed over{— n4 , + n4].

In order to be able to use Mesh-Bus physical lgy®tocols such as Wired-
CDMA or Wired-FDMA, some mechanisms are neededuargntee that there will not
be any interference, neither destructive nor caostre, when more than one node
transmits at any moment. If such interferences talleee, there will some additional
errors introduced to the system because of thera.g@ssible solution to this problem is
the process oéctive listening/virtual transmissiomhis solution does not guarantee the
prevention of such interferences, but it could beduin order to dramatically minimize
the chance of the possible interferences.

Active Listeningoperates in the following way: every node consyalitens to
the medium; when it has ‘1’ to transmit, if it doest sense any carrier on the air, it
transmits for the duration of time it desires; baly, it is the owner of the channel.
However, if it senses the carrier at the time witewants to transmit ‘1’ itvirtually
transmits. It means as long as it senses the caitridoes not transmit but it could be
assumed that it is transmitting. If by the endlhed tluration of its own transmission the
other carrier still is present, the job is dones thtended signal had been present for the
required period of time through as the result efttansmission of some other nodes.

Figure 73 shows the process of active listeningfalr transmission. The
waveform shown in (b) is the analog signal corresiemt of the digital data, (a), which is
required to be transmitted. In part (c), all thgnsis due to the transmissions of other
nodes, which could be possible source of interfeeis shown, and (d) shows the actual
transmission of the node. As it could be seen)inafctimet, there is no signal on the air,
so as the owner of the medium, it physically tramsor the whole duration it requires,
in this case, untit;. At t,, when it requires transmitting again, through ginecess of
active listening it already knows that there entbter transmissions; therefore, it virtually

transmits until it does not sense any other sighalmoment it recognizes the absence of
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Figure 73 The process of active listening/ virttrainsmission. Signals (a) and (b)
show the data which is required to be transmiittetivo forms of analog
waveform and digital string. (c) shows the pre ®dssignal on the
medium, and (d) is what the node physically transmbase on the
condition of the medium. Finally, (e) shows the med after the
transmission of (b).

the previously existed signatg in (c), it starts and keeps transmitting untilhiés

something to transmit, here, urtjl And finally, att, when requires again to transmit,
since already another transmission has been gaingt wirtually transmits instead of
actual physical transmission, but this time it does$ requires to switch from virtual
transmission to physical one, because the existigigal lasts more that the duration it

requires to transmit, so the whole transmissionaiasvirtual.
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There are some complications with the active lisigvirtual transmission
scheme, such as the cases in which more than ode i3oin the state of virtual
transmission and they all together start switchmg@hysical transmission. There will be
interference in such situations which will be addesd in future work. Another possible
complication arises when the switching time froroeige mode to transmission mode of
the radios are considerable. Therefore, this delagt be considered as an important
parameter for specifying the minimum bit duratiéilgure 74 shows such a switching

delay for the LINX transceiver modules [46].

Hardware implementation

In order to provide a real world example, and itgase the probable software
and hardware complications in the proposed schemeardware platform, which is

consisted of two subsystems (a radio transceivdraageneral purpose microcontroller

1. 1.00V/div 2. 2.00V/div
T/R SEL
4}2
Carrier
4}1
200puS/div

Figure 74 Delay of switching from Rx mode to Tx nreods the diagram shows, the
delay for switching between TX and RX mode is ald& ps.
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board) is designed and produced. Following subsestprovide some details on these

subsystems.

Radio Transceiver Module

A very simple single frequency LINX TRM-433-LT radiransceiver module has
been chosen for hardware implementation. As the enamggests, it operates on
433.92 MHz and employs OOK modulation scheme. TVerame link budget of that
121.2 dBm (average maximum output power: +9.2 dBwerage receiver sensitivity: -
112 dBm) makes it proper candidate for many WSNiegon. Figure 6.4 demonstrates
this radio module and its internal circuitry diagxaas well as the functionality of every
pin of it.

Since it is just a module without any proper angenonnector and other required
peripherals, a breakout board is designed for éxoacts the pins and provides required
connectors. Also, for experimental reasons, fouD&Eshow the activity of power,
transmit/ receive, and data lines. Top portionhaf Figure 75 shows this top and bottom

of this breakout board.

Microcontroller Board
Based on theATmega 88/168/328family of the Atmel AVR 8-bit
microcontrollers, a general purpose microcontrdtleard is designed and implemented.
This board is designed such that it houses theo radinsceiver module, and provides
various bitwise, parallel, and serial input/outgonnections to it. The microcontroller
board has provided us a good amount of flexibtlityexperiment different schemes, and
the ability to incorporate new ideas and enhancéntenthe existing design. The
microcontroller operates at the clock frequencR@®MHz to enable us process the data
as fast as possible. It also provides USART comaation for any interaction between
the board and a computer. Finally, it is designed iway that both radio transceiver

module and microcontroller are able to operatepedédently in case they are needed to.
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Figure 75LINX TRM-433-LT radio transceiver module.

Figure 76(bottom) shows the both sides of the microcontrdbeard.Figure 77

shows the schematic of the microcontroller bc

Experiment Setting

An scenario for testing the Wireless Bus could be albovis: five radio

transmitters, which each one of them is assignathigue OOC codeword frorthe

, as table 6.1 shows, arone receiver, which has all the five O(

codewords of the five transmitter

The transmittergre programmed in a way trthey keeptransmitting their ven

same OOC codewordntinuousl every 1280ms. Since the lengths of the codewc

are 256chips, every chip will be on air f 5 ms. On the bier hand, the receiver, which
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Table 5 Five codewords of the (256,3,1)-O0C.

Node Codeword
1 (0, 15, 85)
2 (0, 25, 125)
3 (0, 35, 115)
4 (0, 45, 105)

in the radio range of all the transmitters, receittee mixed version of all the
transmitted signals, and based on the code it (gsésction of one code out of the five is
through the DIP switch which is connected to theuinpins of the microcontroller), at
any time it is able to receive just one of the srarssions. Figure 78 shows such an
experiment setting.

In every transmitter a counter could count the neind$ the transmissions, and in
the receiver, one counter for every transmitteradtdeep track of the detections for that
transmitter. At the end of transmitting a known m@mof codes by one transmitter, in
the presence of other transmission of other tramsrej number of the detected
codewords for that specific transmitter could beduas a measure for error rate.

In case the radios perform frame synchronizatiois, @xpected that there will be
no error in such scheme of transmission, mainlhabse the codes are non-overlapping.
Therefore, there is no way that the codes deteuisthkenly. But in reality, even in this
case, there still exist some error; however low,ictvhmainly are because of

environmental noise, and could be addressed futark.
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